Probabilistic modeling of word meaning in context


Distributional semantics,  specifically induction of vector representations for words from large unannotated corpora, is one of recent success stories of natural language processing.  Despite their simplicity and effectiveness, such representations (“word embeddings”) have serious limitations: for example, they ignore polysemy and effectively assume that word meaning remains unchanged across contexts.  I will show how recent developments in Bayesian deep learning provide us with opportunities to address these shortcomings, effectively resulting in dynamic word embeddings. Specifically, I will discuss our recent work on embedding words as (context-dependent) density functions (i.e. distributions over vectors rather than simply vectors) which explicitly represent uncertainty and ambiguity.  I will also introduce methods for integrating richer linguistic context (graph convolution techniques with graphs encoding syntax and semantics of sentences) as well as exploration of alternative contexts (e.g., translations to another language). 

