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Abstract

This paper addresses (semi-)automatic collocations dictionary compilation in connection with
the automated identification of domain preferences of collocations. The research was
motivated by the process of the semi-automatic compilation of the Estonian Collocations
Dictionary (ECD), where lexicographers processed a large number of terminological
collocations extracted from Sketch Engine into the Dictionary Writing System EELex.

In this paper, we apply the terminology extraction module within the Corpus Query System
Sketch Engine and present the results of the experiments on building military domain
corpora in Russian and Estonian and extracting multiword terms. Both languages have very
rich morphology and quite a large number of multiword terms, but Russian texts are well
represented on the Web while Estonian ones are not. We analyze how the comparison of
frequency of a collocation in a reference corpus with its frequency in a domain corpus can be
used for facilitating word sketch data analysis in terms of identification of domain preference
of collocations.
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1. Introduction

Building terminological lexicons and glossaries is a prominent task in many areas:
from translators to large companies aiming to establish consistent naming in their
documentation. Also for lexicographers it is quite tricky to extract terminology from
texts and label it properly. As Atkins and Rundell (2008: 227) point out, domain
labels play an important role in lexical databases. “A domain label indicates that the
item is used when the subject of discussion is .. (science, hockey, plumbing, poetry
etc.)”.

Traditionally, domain labels are assigned in dictionaries to word senses. However, it
is also quite a common practice in collocations dictionaries. For example, the Ozford
Collocations Dictionary for Students of English (OCDSE, 2002) presents domain
specific collocations as “technical collocations” and defines them as “collocations that
are used by people who specialize in a particular subject area”. Altogether, eight
different subject areas are distinguished (business, computing, law, mathematics,
medical, military, science and sport). In addition to these labels, more specific usage
restriction, such as ‘in football’ or ‘used in journalism’, are given in brackets.
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As for automated collocations dictionaries, no domain labels have been provided so
far. An example of an automated collocation dictionary entry is shown in Figure 1,
illustrating the lexeme “operation” in the Sketch Engine for Language Learning
(SKELL) system (Baisa & Suchomel, 2014).

SkElI__ | operation m Examples \ord sketch  Similar words More features
operation g

adjectives with operation
manual chief profitable underway successful efficient ongoing complete other outside such simple east due dependent
modifiers of operation

military combat rescue day-to-day wmining covert normal offensive joint business amphibious air flight successful relief

Figure 1: An example of a word sketch for “operation” in SKELL

Among collocates, there are quite a few examples of units that belong to certain
domains.! However, there are no labels that help learners to identify whether a
particular collocation is a terminological one or not.

The same problem is significant for semi-automated compilation of collocation
dictionaries. A recent survey (Tiberius et al., 2015; Gantar et al., 2016) showed that
acquiring lemma lists and frequency information from corpora is a common
procedure, followed by the extraction of example sentences, grammatical patterns,
multiword expressions, form variations and neologisms. Less frequent are automated
procedures related to semantics: word senses, lexical semantic relations, definitions
and knowledge-rich contexts. Authors (Gantar et al., 2016: 211) point out that when
analyzing word sketch data, lexicographers still spend a significant amount of time
selecting the relevant collocates and their examples under each syntactic model.

One analytical lexicographic task that is also still performed manually is the
identification of terminological collocations and making decisions about whether to
exclude them from the database as not relevant or to add domain labels. This process
is discussed in greater detail in Section 2. This task would be made less time-
consuming with the development of new approaches within corpus tools. It should be
possible to automatically identify collocations that are very frequent in particular
domain corpora and provide this information to lexicographers.

This idea is not a new one and it is discussed, for example, in Rundell and Kilgarriff
(2001) and Rundell (2012). “Essentially it involves comparing a word's profile in a

' See e.g. military operation, which is registered as a term in the terminology database IATE.
Accessed at: www.iate.curopa.cu (20 May 2017)
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carefully-defined sub-corpus with its behaviour in the lexicographic corpus as a whole,
in order to retrieve information about its stylistic, regional, or domain preferences”

(Rundell, 2012: 28).

Figure 2 illustrates how register preference can be shown as additional information in
word sketch (Kilgarriff et al., 2004) data analysis. In order to achieve it there are two
subcorpora (written and spoken) compared simultaneously. The label in the upper
right corner, “usually in spoken (69.9%, percentile 0.4)”, indicates that this particular
word is used mostly in the spoken corpus.

~
Sketch S Engine v @ £ British Hational Corpus (BNC)

Home
Search (noun) usually in spoken (69.9 %, percentile 0.4)
e mun |my British National Corpus (BNC) freq = 2,365 (21.05 per million)
Word list
—r— | modifiers of "mummy" | [ nouns and verbs modified by “mummy" | [ verbs with *mummy" as object | | verbs with "mummy" as subject | [ *mummy" and/or ...
337 14.04 135 5.71 460  19.45 535 22.62 267 11.29
Thesaurus
) daddy 5 8db||wee 3 8.76 || hurt 4 6.27 || phone 7 7.86 || daddy 84 1238
Sketch diff hallo 4 839 caddy 4 8.30 || please 1 6.26 || gonna ] 7.64 mummy and daddy
Trends egyptian 11 830 || darling 5 7.38 || marry 8 £.03 | | love 6 6.46 || hallo 3 83
Corpus info egyptian mummy bear 5 7.29 | | love 7 5.69 | | please 4 5.96 | | darling 5 772
My jobs mum 5 755 || mum 4 6.88 || let 10 5.29 || get g 5.37 || Lok 4 60
User guide (£ cas 3 74 let mumm: mummy get dad R
Save
Change optians prepositional phrases mummy's ... possessors of "mummy”
Cluster 193 78 3.30 15 0.63
S mimET e 0 “mummy’ 47 199 || flowe 3 9.69 || tutankhamun 3 11.58
Hide gramrels o for‘mummy. 20 0.85 || boy 4 850
More data e of “mummy 18 076 || bed 5 8.88
Less data oo with “mummy” 16 0.68 | | birthday 5 8.52
mummyin ... 12 0.51]|hanc 30559

Figure 2: An example of a word sketch for “mummy” in British National Corpus,
with register preference information “usually in spoken” (indicated on the right
side)

Similarly, the usage of domain corpora should make it possible to apply additional
filters for collocation extraction and thus to identify domain preferences of particular
collocations.

In this paper, we differentiate between notions of a terminological collocation and a
multiword term. For a multiword term definition, we follow the approach of Ramisch
(2009). A multiword term is a term that is composed of more than one word. The
unambiguous semantics of a multiword term depends on the knowledge area of the
concept it describes and cannot be inferred directly from its parts (SanJuan et al.,
2005; Frantzi et al., 2000). In terms of terminological collocations, we follow the
conception proposed in Costa and Silva (2004). A terminological collocation can be
defined as a unit consisting of a term and its collocate. For example, 6aaaucmuyeckas
pakema ‘ballistic missile’ can be viewed as a multiterm, whereas 3anycmume
6annucmuyeckyto pakemy ‘to launch a ballistic missile’ is a terminological collocation
(however, to a certain degree the given collocation acquires the terminological status).
Thus the whole item is a non-term “considering that its whole generally does not
refer to a concept” (ibid). Nevertheless such terminological collocations should be
presented in dictionaries with special domain labels.
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2. Manual Identification of Terminological Collocations in the
Estonian Collocation Dictionary Database

The Estonian Collocations Dictionary is a monolingual online scholarly dictionary
aimed at learners of Estonian as a foreign or second language at the upper
intermediate and advanced levels. The dictionary contains about 10,000 headwords,
including single and multiword lexical items. For the automatic generation of the
ECD database, the corpus query system Sketch Engine (Kilgarriff et al., 2004)
functions Word List, Word Sketch and Good Dictionary Example (GDEX) were used.
The main parameters used for the extraction of collocates were 1) the minimal
frequency of a collocate: 10 (for the frequency I class) and five (for the frequency II
class), 2) the minimal salience of a collocate: positive Dice, 3) the minimum frequency
of the grammatical relation: 10, and 4) the minimum salience of the grammatical
relation: positive Dice. We extracted collocates in a fixed order according to
grammatical relations and ranked them by frequency (Kallas et al., 2015).

Currently, the database is being examined, edited and supplemented by
lexicographers. One of the significant observations regarding editing collocations is
that deleting is necessary mainly in the case of mistakes in tagging and due to
insufficient disambiguation, but also in the case of specific terms that are not part of
general purpose everyday Estonian. The analysis of extracted data revealed a
significant number of terminological collocations that belong to different domains.
The most frequent are the law, medical, mathematical, scientific, linguistic and sports
domains.

Figure 3 illustrates how collocates are presented in the dictionary database. In the
dictionary entry preview for the adjective eitav ‘negative’ there are three collocates
that were automatically extracted and later (during the editing process) were
manually identified as domain-specific collocations. These collocations are eitav kone
‘negative’, eitav koneliik ‘negative’ and eitav lause ‘negative sentence’. The domain
label is KEEL ‘linguistics’.

— ~ 2 eitaV omadusséna {A} 3841
kollokaat (collo) | " |

jargnev marksona

vald [keen | Nimisdnaga

modifies 2910 (7.547293)

av vastus 1266 (7.134377)
av seisukoht 425 (6.340386)

st

kollok sagedus (freq) |22 |

t
t
ts uhtumine 233 (6.538565)
eitav otsus 203 (4.181146)
kollok skoor (score) [2.949626 | tav hoiak 109 (6.615781)
naidete grupp + tav hinnang 100 (4.321532)
eits s 38 (2.868828
kel-naide (example) Kui Seldis on &ba;eitavas&bl; kénes, ei saa Uldjuhul olla nimetavas o c]::“ll\ 35 ((1 60}?*14))
ja omastavas kddndes sihitist. | |: 'C;lle K.EEIE 22‘(2.9‘49636}
kol-ndide (example) ga tdendose sindmuse mi imumist on otstarbekam teatada tav positsioon 17 (3.249367)
ba;eitavas&bl; kEnes. t 2 KEEL 12 (2.665471)
t
i

=liik KEEL 8 (6.466184)

kol-ndide (example) |3. Isikulise tegumoe kindla k@neviisi &ba;eitavas&bl; knes koos | [ reaktsioon 8 (3.092124)

Figure 3: An example of an entry for the adjective eitav ‘negative’ in DWS
EELex: the editing window in XML view (left) and the dictionary entry preview
(right)

312



In order to identify such collocations, different approaches are used: 1) consulting
terminological dictionaries and databases, 2) analyzing available domain corpora, and
3) building new domain corpora within Sketch Engine with WebBootCaT (Baroni et
al., 2006) and implementing the Term Extraction function (Kilgarriff et al., 2014;
Fiser et al., 2016). The latter takes a lot of effort on the part of the lexicographer.

The automation of this task would have a major impact on lexicographic word sketch
data analysis and (semi-)automated collocation dictionary compilation.

3. Multiword Term Extraction within Sketch Engine: State of
the Art

In this section, we present the results of our experimental study on the reliability of
the data that can be identified and extracted using methods that were developed
within the Sketch Engine corpus query system, particularly the tools WebBootCaT
(Baroni et al., 2006) and Term Extraction (Kilgarriff et al., 2014; Fiser et al., 2016).
Term Extraction is based on comparing frequencies of pre-defined units in a domain
corpus and a general corpus. The resulting term candidates are sorted by the ratio of
the frequencies (the keyword score).

For the experiment, Russian and Estonian were used. Russian is highly represented
on the Web (estimated percentage is 6.5%) while Estonian is not (estimated
percentage is 0.1%).2

3.1 Term Grammar and Domain Corpora

Sketch Engine implements a data-driven approach to this problem: instead of having
domain experts build such a lexicon from scratch using an automatic procedure that
produces a high quality lexicon from the supplied domain-specific corpus. The whole
procedure is described in detail in (Kilgarriff et al., 2014). Term candidates for a
language domain can be found through the following steps:

e taking a corpus for the domain, and a reference corpus for the language;

e identifying the grammatical shape of a term in the language and writing a
term grammar?;

e tokenizing, lemmatizing and POS-tagging both corpora;

e identifying (and counting) the items in each corpus which match the
grammatical pattern;

2 Accessed at: https://w3techs.com/technologies/overview /content_ language/all (20 May
2017)

3 Term Grammar: Writing term grammar. Accessed at:

https://www.sketchengine.co.uk /documentation /writing-term-grammar/ (25 May 2017)
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e for each item in the domain corpus, comparing its frequency with its frequency
in the reference corpus.

The term identification is based on CQL—Corpus Query Language—to specify the
term grammar for each language. The term grammar formalism can be defined as
regular expressions over words, lemmas and morphological tags (imposing a
requirement that the corpora be tagged). The format of the term grammar
corresponds to the word sketch grammar and hence makes it possible to use the same
indexing machinery for efficient storage and retrieval of the term candidates.

Altogether there are term definitions for 13 languages in Sketch Engine, Russian and
Estonian among them. However, to the best of our knowledge, there are not many
works dealing with the evaluation of these term grammars. The results of the
evaluation presented in FiSer et al. (2016) were applied to the Slovene language.
Adjective 4+ noun combinations achieve 73% accuracy, whereas trigrams with
prepositions have 63% accuracy.

The term grammars for Russian and Estonian were built on the assumption that
terms are mostly noun phrases. This assumption is based on academic descriptions of
term structures in Russian (Gerd, 1986) and Estonian (Erelt, 2007), and partly on
the empirical observation of the terms structure in terminological databases (e.g., in
the NATO English-Russian terminology lexicon®, out of 300 randomly chosen terms
only two were verb phrases).

The Russian term definition consists of the following lexico-grammatical patterns
(Khokhlova, 2009): 1) adjective + noun, 2) adjective + adjective + noun, 3) noun +
noun, 4) noun + adjective, and 5) adjective + noun + noun. For Estonian, the
patterns are: 1) adjective + noun, 2) noun + noun, and 3) noun + verb. Each model
involves several restrictions on the grammatical forms of words.

For Russian, the terms are built on lemmas instead of word forms so that all of the
flective variants contribute to the one lemmatized item.

For Estonian, colloc-type rules were used in order to extract multiword term
candidates so that one component was presented as a lemma and the other one in the
particular inflectional form, e.g. sdjavde konvoi (the military-SG-GEN convoy-SG-
NOM) ‘military convoy’.

In our experiment, as reference corpora we used large web corpora gathered using
SpiderLing (Suchomel & Pomikalek, 2012). For Russian, this was Russian Web 2011
(ruTenTenl1) and for Estonian Web 2013 (etTenTen13).?

* NATO database: http://www.nato.int /docu/glossary/eng/15-main.pdf (20 May 2017)
*Both corpora are available at https://the.sketchengine.co.uk/auth/corpora/ (20 May 2017)
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Domain corpora were built by WebBootCaT (Baroni et al., 2006), a tool for
gathering domain specific documents from the web. As a domain corpus, we built a
military corpus due to the good quality of military lexicons that can be used both for
compiling such corpora and for evaluating term extraction. For Russian we used the
NATO English-Russian terminology lexicon and for Estonian the database
MILITERM?®.

We used 145 monolexemic and multiword terms from the NATO list as seed words for
the Russian military domain corpus. For example, 6anaucmuyeckaa pakema ‘ballistic
missile’, and aemomamuueckas cucmema ynpasneHus eolickamu ‘automated command
and control system’ The resulting size of the corpus was 25 million words.

We used 1500 monolexemic and multiword terms from MILITERM as seed words to
build the Estonian domain corpus. For example, ohusoidukite litkumise miinimumala
‘minimum aircraft operating surface’ and radarihdvitaja ‘wild weasel. The resulting
size of the corpus was only three million words. The reason for using a much higher
count of seed terms compared to Russian was to get as many relevant texts from the
web as possible. However, the resulting corpus was not big enough, as is shown in the
evaluation.

To select the most relevant terms out of the term candidates set (with regard to the
target domain), we compared their frequencies using the SimpleMaths method” and
computed a score for each term.

3.2 Evaluation and Discussion

We compared the extracted terms with the original terminology database and
evaluated the recall of the whole WebBootCaT and Terminology extraction method.

The full terminological database was used for the evaluation. Since the seed words
were a part of the full set they naturally occurred in the result domain corpus. The
benefit of creating the domain corpus is that it also contains terms which were not
used as seed phrases.

The evaluation showed that the task was a precision/recall tradeoff, as can be seen in
Figures 4 and 5. Taking more candidates into account, the precision dropped while
the recall grew. There were enough Russian web documents in the target domain
found and downloaded to cover 50% of the single word terms and 25% of the
multiword terms in the top 3,000 term candidates. Thanks to the size and the
satisfactory representation of the target domain, the corpus can be used by

¢ MILITERM database: http://termin.cki.ce/militerm/ (20 May 2017)
" https://www.sketchengine.co.uk /documentation /simple-maths/ (20 May 2017)
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lexicographers to study collocations of words from the domain. The same does not
hold true for the Estonian corpus: it is too small and the target domain is poorly

covered.
0.6
Russian military term extraction — 25 million word corpus
-l Single word precision
0.5 :
-4~ Single word recall
Multiword precision
0.4 =&~ Multiword recall

0.3

0.2

0.1

0¥
10 100  Termcandidate count 1000 10000

Figure 4: Evaluation of the top term candidates (with the highest keyword score)
extracted from the Russian military domain corpus

0.2
Estonian military term extraction — 3 million word corpus, less relevant documents
=& Single word precision
=&~ Single word recall
0.15 Multiword precision
=i~ Multiword recall

0.1
0.05
5 g /—
10 100 Termcandidate count 1000 10000

Figure 5: Evaluation of the top term candidates extracted from the Estonian
military domain corpus

The most common reasons leading to a wrong classification in both languages were as
follows:

® a term pattern not covered by the term grammar (e.g., more than five word
terms or terms not consisting of noun phrases);

® a general noun phrase but not a term:;
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e a word or a phrase in the domain but not a good term;
e a part of a multiword term:;
e valid terms from a different domain (e.g., politics rather than military in

Estonian).

The experiment showed that this method works well only for languages that are
highly represented on the Web and is insufficient for languages whose estimated
percentages of the top 10 million websites is 0.1%. The result depends greatly on the
size and quality of the domain corpus. The problem is that for languages with a small
presence on the Web, the search engine cannot find enough documents in the domain.
The minimum size for the domain corpus should be five or 10 million words.

4. Identification of Domain Preferences of Collocations in Word
Sketches

In this section, we propose two possibilities for identification of domain preferences of
collocations: 1) comparing frequency in a reference and a domain corpus to identify
domain preferences of a headword and its collocates, and 2) comparing word sketches
of reference and domain corpora (as an example see Figure 6).

The first approach requires domain corpora to compare frequencies of collocations in
a domain and the focus corpus and display domain preferences of headwords and
collocations in a way similar to the indication of register preference in Figure 2. In
general, any document attribute that is relevant for lexicography could be used to
define a subcorpus of the focus corpus. If a collocation was mainly found in a single
subcorpus based on the selected document attributes, it would be labelled by the
corresponding text type in the word sketch interface. For example, taking advantage
of language variety, genre and topic subcorpora, word C¢lamer®® could be labelled
¢Usually American English, Internet forum, Computers® which consitutes valuable
information for a lexicographer.

The second approach suggests that another possible way to analyze the domain
preference of collocations is to implement the procedure used in Bilingual Word
Sketch function® (Kovar, Baisa & Jakubicek, 2016). Figure 6 illustrates the sketch for
the word onepayus Coperation®, where adjectival collocates from a reference corpus
and from a domain corpus are presented.

8 https://en.oxforddictionaries.com/definition/us/lamer (10 July 2017)

® https://www.sketchengine.co.uk /user-guide/user-manual /bilingual-word-sketch/ (20 May

2017)
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0 ﬂ e an,Vl Eﬁ?;g?an Weh 2011 freq = 217.688 (173 60 per million)
OneanMH NATO Terms Russian freq = 20,207 (621.55 per million)

a_modifier a_modifier
28,079 12.90 5085 29.62

nnacTHyeckni 1152  9.94 | HacTynaTenbHbIi 481 1117
nacTueckoil onepai HACTYNATENLHAR ONEpaLya ,

KOHTPTEPPOPHCTHYECKOI 640 950 | gecaHTHbIi 248 1016
KOHTPTEPROPUCTIYECKDT OnepaLn [CAHTHOI onepain

XNPYPIHUECKHiA 887 9.23 | KOHTpTEPPOPHCTHUECKDR 140 954
XHRYPrideckoi onepaim KOHTPTEPPOPUCTVHECKDT ONEpaLi

cnacarenbHblil 428 868 | 06OpOHMTENbHBIR 166 9.43
cnacarensHoit onepadu 0B0POHHTENLHAR ONepaLya ,

HacTynarenbHblii 297 8.29 | aHTHTeppPOpPHCTHYECKOH 121 932
HaCTynaTenkHaA onepayyua AHTHTEPPOPUCTHYECKDIT Onepaliy B

aHTHTepPpOpPHCTHYECKOI 236 8.00 | cneyMantHbli 177 885
aHTHTEPPOPUCTUECKOR OnepaLym B CMeLankHoi onepawym

MUPOTBOPUECKMI 217 7.88 | GepnUHCKNIt B2 873
WMHPOTBOpUECKOI OnepaLun BepnuHckoii onepaym

JeCaHTHBII 209 7.81| rymaHuTapHbIi 50 B8.67
[,ECEHTHOR onepaLym TYMaHNTAPHOM onepaLmn

npodiunaKTHUecKkui 298 7.78 | BO[]yWHO JecaHTHaAA 7 Bhd
NpochUNAKTIUECKON ONEALIH < BAzeniCkad B03YLLUHO-ECaAHTHAR 0NepaLya

nonocTHoi 185 7.73 | npepcroAwmit 11 855
NONOCTHOI onepaLin npegcToALYEil onepaLin

CPOYHBIR 312 7.70 | kapatenkHbli 69 850
CPOYHEA onepauna KapaTensHoii onepawui

BOGHHBIA 1,388 7.63 | mupoTBOpUECKMi 67 841
BOEHHOIT onepauin MUPOTBOpHECKDi onepaLn B

Figure 6: Word sketch for the noun onepauus ‘operation’ with aligned
grammatical relations in the Russian Web 2011 corpus and the NATO Terms
Russian domain corpus

The first three collocates in the reference corpora are naacmuueckuli ‘plastic surgery’,
KoHmpmeppopucmuyveckuli ‘counterterrorist (operation)’, and xupypauveckuli ‘surgical
(operation)’.  The most frequent collocates in the domain corpora are
HacmynamenoHsil ‘offensive (operation)’, decaHmmueili ‘amphibious (operation)’, and
KoHmpmeppopucmuyveckuli ‘counterterrorist (operation)’. This helps to separate
collocations and the word sense associated to a single topic represented by the
military domain corpus.

5. Conclusion and Future Work

The results of our experiment revealed that for languages that are highly represented
on the Web it is possible to create sizable domain corpora. We propose to exploit the
domain corpora for automatic comparison of frequencies of collocations in a domain
and a reference corpus to help lexicographers by indicating domain preferences of
words and their collocates.

Our study can be implemented to improve the efficiency of word sketch data analysis
and it is important to stress that the procedure itself is not language-specific, but
depends on how highly a language is represented on the Web. The components
required include a reference corpus, a number of different domain corpora (a
minimum of 5 to 10 million words), a Sketch Grammar and a Term Grammar.
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We suggest possible methodological improvements for corpus tools in order to
improve automatic and semi-automatic collocations dictionary compilation by
automatic indication of domain preferences. Domain preference provides useful
information to users and allows to distinguish terminological collocations.
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