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Augmented Writing: 

New Opportunities for Lexicography? 

Henrik Køhler Simonsen 

Copenhagen Business School, Dalgas Have 15, 2000 Frederiksberg 
E-mail: hks.msc@cbs.dk 

 

We live in an age of disruption, and lexicography as a scientific discipline and practice 
has already been disrupted in several ways. A relatively new disruptive technology is 
augmented writing, which seems to challenge the role of dictionaries in a dramatic 
fashion. Augmented writing (AW) may even be described as Lexicography 3.0 and 
might even be called “smart lexicography”. The discussion offered in this presentation 
indicates that AW disrupts not only lexicography to a very high degree, but also writing 
and copyediting. 

The presentation discusses the strengths and weaknesses of augmented writing in 
relation to lexicography, and how AW might challenge lexicography in a number of 
areas. The presentation also offers various theoretical reflections on AW. The discussion 
is based on both a structured literature review and on empirical data from a structured 
test and analysis of sixteen different AW technologies. 

Based on the analysis and discussion this presentation offers a number of theoretical 
considerations on how lexicography is affected by AW. The presentation also offers 
theoretical reflections on how lexicography may make AW even better by providing 
what AI cannot; transfer of knowledge into practice, knowledge of the world, emotional 
knowledge and relational intelligence. Based on the analysis and discussion it was found 
that the entire lexicographic process chain might very well be severely impacted and to 
some extent completely changed by AW technologies. The analysis also seems to 
indicate that AW technologies threaten to leave behind certain lexicographic processes, 
disciplines and data categories, and that such technologies will have severe implications 
for the core competences of lexicographers and for the way the user uses AW-supported 
lexicographic services. The analysis also seem to indicate that the business potential of 
AW services seems to be significant. Finally, the presentation includes a number of 
theoretical reflections based on a symbiotic division of labour, which enables both AI 
and humans to do what they do best. 

The analysis of the sixteen AW services and the related findings are thus estimated to 
be highly relevant for everybody interested in lexicographic business development, 
lexicographic business models and innovative technologies. 

Keywords: augmented writing; artificial intelligence; lexicographic business model 
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Writing Assistants: From Word Lists to NLP 

and Artificial Intelligence 

Serge Verlinde, Lieve De Wachter, An Laffut, Kristin Blanpain, 

Geert Peeters, Ken Sevenants, Margot D’Hertefelt 

KU Leuven, Leuven Language Institute 
E-mail: {serge.verlinde, lieve.dewachter, an.laffut, kristin.blanpain, geert.peeters, 

ken.sevenants, margot.dhertefelt}@kuleuven.be 

 

As noted in Strobl e.a. (2019), increased attention to writing support along with 
technological progress have driven the development of a new generation of writing 
assistants. 

Various (meta-)lexicographers (such as Frankenberg-Garcia et al., 2019; Granger and 
Paquot, 2015; Tarp et al., 2017; Wanner et al., 2013) consider these writing assistants 
as a tool to (re)use lexicographical data, offering an alternative to the use of (electronic) 
dictionaries. According to Frankenberg-Garcia et al. (2019: 24), the lack of dictionary 
consultation skills exhibited by many users is addressed by the development of tools 
requiring little or no training or instruction. 

The writing assistants that we have developed for (academic) English, Dutch (Dutch 
as a foreign language, general Dutch and academic Dutch) and Afrikaans exhibit the 
following characteristics, they: 

- are web-based applications (similar to, e.g., WriteAway), while other writing 
assistants are available as an app (e.g. Writefull), a software package (e.g. SWAN) 
or as an add-in for a word processor (e.g. ProWritingAid); 

- offer immediate feedback, which allows users to improve and/or enrich their text; 
- support the writing process. 

Our writing assistants thus serve the following three functions (Tarp et al., 2017; Ziyuan, 
2012): 

- correction: by flagging mistakes (as do spell and grammar checkers, such as 
Grammarly, as well as applications for word combinations, such as HARenES) 

- detection: by highlighting words or phrases that may need to be improved (e.g. 
overly long sentences, recurring patterns) 

- prediction: by providing suggestions to enrich the text, as does, e.g., ColloCaid 
(Lew et al., 2018) 

In terms of the typology proposed by Allen et al. (2016), the ILT writing assistants 
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belong to the category of Automated Writing Evaluation tools, with a number of 
additional features of Intelligent Tutoring Systems, such as more individualised 
feedback. 

While presenting our writing assistants, we aim to show that in order to develop a high-
quality application, an interdisciplinary approach is required. Our writing assistants 
are mainly based on lexicographical data and data from corpus analyses, but we have 
also integrated NLP techniques, with further opportunities offered by word embeddings 
and AI-based language models. In the presentation, we will illustrate how we have used 
each of these building blocks on the basis of a number of specific examples. 

Keywords: writing assistants; web-based; correction; detection; prediction 
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Analysing the Meanings of Rumour in the Oxford 

English Dictionary: A Corpus-based Approach 

Yoko Iyeiri 

Kyoto University, Kyoto, Japan 

 

Rumour in English is a loan word attested from the 14th century onwards. The Oxford 
English Dictionary provides six different meanings under the entry of this word, half of 
which are obsolete in contemporary English (OED, s.v. rumour): “1. General talk or 
hearsay, not based upon definite knowledge; General talk or hearsay personified; 2. A 
widespread report of a favourable or laudatory nature (obsolete); Talk or report of a 
person or thing in some way noted in some respect (obsolete); The fact of being 
generally talked about; reputation, renown (obsolete); 3. An unverified or unconfirmed 
statement or report circulating in a community; 4. Loud expression or manifestation of 
disapproval or protest; an instance of this (obsolete); 5. Clamour, outcry; noise, din; 
Also an instance of this (chiefly archaic); and 6. Uproar, tumult, disturbance; an 
instance of this (obsolete)”. 

This clarifies that the positive meaning attached to rumour in the past fell into disuse 
during the Modern English period. Also, the “loudness” inherent in the meaning of this 
word in the past disappeared in the course of the history of English. I will examine 
these historical shifts by exploring examples of rumour found in the Early English 
Books Online Corpus and contrasting the results with the usage of rumour in 
contemporary English (Iyeiri 2019, forthcoming). I will demonstrate how quantitative 
collocational analyses within the framework of corpus linguistics can contribute to the 
writing of definitions in dictionaries, using rumour as an illustrative case. The 
discussion will also include some idiomatic expressions with the word rumour. 

While the investigation of the noun rumour will be the central concern of my paper, I 
will also discuss the verb rumour, showing how its use expanded in the course of the 
Modern English period. The result of my exploration shows that the verbal use of 
rumour was very limited in the 16th century, whereas its use gradually gained ground 
up to the present day. Although it is one of those verbs whose use in today’s English 
is usually confined to the passive (cf. Levin 1993: 107), its use in the active voice was 
not uncommon in the past. Detailed analyses of lexical items likes this will contribute 
to the compilation of dictionaries, especially those on historical principles. 

Keywords: rumour; Oxford English Dictionary; corpus linguistics; Early English 
Books Online Corpus; collocation 
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The emergence of smart platforms has prompted a surge in mobile applications which 
significantly enhance the user experience of dictionary users and language learners. 
This paper describes how four mobile apps exploit the unique features of the mobile 
platform to help learners study Japanese effectively in previously unavailable ways 
(Halpern, 2015). 

The first is a kanji-English dictionary (The CJK Dictionary Institute, 2019), which 
provides learners with an in-depth understanding of the meanings and functions of 
kanji in contemporary Japanese. The second is a kanji homophones dictionary (The 
CJK Dictionary Institute, 2018), which enables more advanced learners to understand 
the differences between kun homophones such as 変える 'change', 代える 'substitute' and 
換える 'exchange'. The third is the first kanji thesaurus (The CJK Dictionary Institute, 
2018), a new type of reference tool, which enables advanced learners to deepen their 
understanding of the difference between kanji synonyms like 破 ‘break', 壊 'break down' 
and 崩 'crumble'. 

The KKLD app enables the learner to gain a full understanding of kanji through (1) 
the core meaning, a concise keyword representing the fundamental concept for each 
kanji, (2) character meanings grouped around the core meaning that show their 
semantic interrelatedness, (3) numerous illustrative compounds and examples, and (4) 
an efficient lookup method (SKIP) which enables beginners to look up characters 
quickly and accurately (in addition to other search methods such as by radical, by 
reading and by English) (Halpern, 2016). A useful feature of these apps is the use of 
state-of-the-art app-to-app linking technology that enables the user to freely switch 
between the dictionary apps by tapping on a link. For example, in KKLD tapping the 
entry for 換える 'exchange' launches the KKUG app to display the homophone group 
for kaeru. 

Another application is a ground-breaking parallel text reader Libera (The CJK 
Dictionary Institute, 2017). Libera combines the strengths of traditional bilingual 
parallel texts with the untapped potential of mobile app technology. This multi-panel 
platform introduces a new form of hypertext called Interactive Parallel Text (Halpern, 
2015), which displays texts side by side in separate panels for easy viewing. Tapping 
on a word/phrase in the kanji panel simultaneously highlights the corresponding 
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segment in the English, hiragana/romaji and dictionary panels, and provides context-
sensitive examples, grammar notes, and high-quality (human recorded) audio. This 
enables learners to enjoy uninterrupted reading combined with efficient vocabulary 
acquisition. A unique feature is the customized context-sensitive dictionary (CSD), 
which highlights the particular sense of the selected word in context. 

The paper also describes how pedagogical lexicography was used to create dictionary 
apps that enable learners to gain an in-depth understanding of how kanji are used in 
Japanese. The method of compilation was based on the descriptive approach, whose 
aim is to record usage based on actual occurrences. Each meaning was written anew, 
the result of exhaustive semantic analysis, using such techniques as componential 
analysis and the study of near-synonyms. 

In summary, by providing learners with a user-friendly and aesthetically pleasing 
environment, this new platform makes the learning experience enjoyable and represents 
an innovative new direction in mobile-assisted language learning. 

Keywords: parallel text; dictionary; kanji dictionary; Japanese; linking 
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Going Native: Introducing Sanakirja.fi, 
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In this demo, we introduce Sanakirja.fi (www.sanakirja.fi), our next-generation 
bilingual dictionary service with both free and premium features. Our goal has been to 
imagine a digitally native dictionary – an easy-to-use dictionary as well as a one-stop 
service for all your language needs. Our efforts have focused on multiple different areas, 
from the data layer to the user interface and new smart features. 

Firstly, our data format is machine-readable JSON instead of human-readable XML. 
This is one of the core ideologies behind the service: the data has to be easy to parse 
and easy to display. In addition, we offer our dictionary data to others through an API, 
so the data model and format is very important. 

Next, we have focused on the mobile user experience. Our website is built on responsive 
technology, aided by the JSON data format which allows us to reorganize the data on 
the screen without fear of breaking the dictionary entry’s readability. 

We have also improved the user experience in general – for example, by indexing more 
terms, reducing the amount of obsolete links, and linking translations back to 
headwords in the opposite language pair. What is more, we have introduced other smart 
features such as integrated lemmatization which suggests the base forms of searched 
words. 

Specifically for L2 users, we have useful features such as inflection and conjugation 
tables for headwords, and speech-to-text to help with pronunciation. Users can also 
create word lists and practice these words by playing games. For users who want to 
translate phrases or sentences not found in our dictionary, we have integrated a machine 
translation service.  

Lastly, our service enables users to submit translation requests for words that are 
missing from the dictionary, and to leave feedback on any dictionary entry. The data 
can then be updated by lexicographers using our real-time dictionary editor, and the 
edited entries will be instantly visible to all users. 

Keywords: e-dictionary; JSON data; usability; user experience  
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In this demo, we present aspects of workflow, methods and tools employed in the 
creation of LexBib1, a corpus and bibliography of metalexicography (Lindemann et al., 
2017). So far, we have merged publication metadata extracted from several existing 
bibliographies and tables of contents of journals and conference proceedings central to 
our discipline. We also collect full texts, focusing at this stage on publications in English, 
published between 2000 and 2018; but in the near future we intend to also work on 
older items and publications in other languages, in order to obtain additional metadata, 
such as term candidates, topic models, and citation relations, which will be gathered 
from the full texts by means of computational methods. Term candidates are mapped 
to a multilingual domain ontology, the development of which is another central pillar 
in the LexBib project.  

It is our goal to build a digital reference platform for the domain of lexicography, with 
good coverage and high quality data. How to achieve a satisfactory balance between 
automation and manual work is a constant concern present in both Lexicography and 
Library Science. By discussing the LexBib workflow we offer preliminary results 
regarding this central question: How much manual work will be necessary to obtain a 
comparatively complete and noise-free resource? 

As a first milestone, we present the manually validated publication metadata collection 
so far completed and made available via an open Zotero group. We explain how to 
make use of the data, and how to collaborate with the project, e.g. by contributing 
bibliographical data and/or full text contents, by validating metadata, or by 
contributing localized lexicalizations for integration into the domain ontology.  

It will also be possible for authors to enrich their personal profile page on the LexBib 
online platform with additional information like ORCID IDs or other identifiers and 
links to home pages, etc. Information related to persons will be curated manually; this 
includes author name disambiguation, a working step that already has been performed 
on the present dataset. At Sintra, we ask all authors to check their personal 
bibliographies at LexBib for completeness, and whether we are using the preferred 

                                                           

1 See https://euralex.org/publications/lexbib-a-corpus-and-bibliography-of-
metalexicographical-publications/ 
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name form: for some authors, we have found more than one version in the sources. 

Keywords: metalexicography; bibliography; domain ontology; community building 
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Traditional dictionaries offer curated data to end-users. End-users should therefore be 
able to find the correct data to meet their information needs. Lexicographers add a 
caveat – the information need should be a lexicographic information need. However, 
end-users do not necessarily know the exact scope of lexicographic information. A 
further complication arises where words are not included in the dictionary. If the lemma 
is found, the dictionary does not necessarily provide the end-user with only the correct 
data for the context or does not necessarily contain the information required to satisfy 
specific needs. Dictionary articles can still demand considerable interpretation by the 
end-user to select the appropriate meaning or equivalent.  

Users often have to consult multiple sources in a paper-based environment, which could 
be time consuming, and could lead to end-users’ information needs not adequately 
satisfied.  

The situation is different in the e-environment, where the end-user can navigate 
between sources – both e-dictionaries and other e-sources. This is especially evident on 
various e-book platforms. One can link multiple dictionaries to a text. By clicking on 
a word, the end-user has access to them; or even to specified articles elsewhere and 
directly to Google, to search the internet. Such content is obviously not curated, and 
providing access to such data is therefore anathema to the traditional lexicographer, 
because they have no control over what is presented to the end-user. A traditional 
dictionary is the result of an application of data pushing procedures. The online 
environment enables the use of data pulling procedures that give users access to both 
curated and non-curated data. The end-user is educated to distinguish between these 
data types. 

These issues will be illustrated using a number of examples: 

 Complex dictionary articles, where the context is not necessarily evident, and 
end-users are required to make informed choices; 

 Cases where a word or phrase does not occur in the dictionary, and end-users 
are required to consult other sources; 
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 Cases where additional information on demand is required, e.g. multimedia. 

These examples will show that, in an online environment, end-users can easily move 
between a large number of different and disparate information sources to satisfy any 
specific information need, and that a dictionary is one of a plethora of information 
sources. End-users have to make informed choices, based on context, prior and general 
world knowledge. It will be argued that everywhere an information need exists, they 
have to make such choices. They have the option to ignore the information need, or to 
explore the concept in more detail, either by consulting a dictionary entry, or by delving 
deeper into other information sources with the dictionary as point of departure or with 
a dictionary-external point of departure. The information is therefore available on 
demand, without risking information overload. 

The paper will further explore to what extent the preceding has an influence on a 
theory/praxis of dictionary use, dictionary construction for an online environment, and 
ultimately on a general theory of lexicography. 

Keywords: smart e-dictionaries; information tools; end-users; general theory of 
lexicography 
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Since 2009, the research group ATeNeo-NeoUsal, which runs the Observatory of 
Neology of the Spanish region of Castile and Leon, has detected, extracted and classified 
over 5,500 neologisms appearing in general newspapers published in the Spanish region 
of Castile and Leon. 

The identification and collection of neologisms has proved to be a difficult and time-
consuming task. Moreover, the lexicographic approach (Freixa & Sole, 2006) alone is 
an insufficient filter in the automatic detection of neologisms from newspapers (Sánchez 
Ibáñez, 2018). Therefore, in recent years our group has started to consider the 
possibilities of managing and organizing such a vast amount of valuable data. First, we 
designed a scoring scale, which positively assesses the neologisms that conform to their 
main characteristics (formal instability, motivation, diachronic novelty) and penalizes 
those that do not do so. We implemented and applied it to our corpus, and presented 
the preliminary (and quite satisfactory) results at eLex 2017. However, some flaws 
found in the process, like the selection of non-neological units as neologisms even after 
the application of the scoring scale, made us go further in the management of our 
neologisms. That is why we introduced a citizen science (European Commission, 2013) 
approach in the development of our task. We believe that ordinary citizens should have 
a say in the process of identification and compilation of new words, and that technology 
can facilitate interactions with the “crowd” in this task. Also, their linguistic intuition 
as speakers is a key validation tool that should be included in our methodology. That 
is why we have designed a mobile application that allows registered users to identify 
and assess neologisms.  

The aim of the app is to allow us to interact with lay people in order to identify, 
contrast and assess neologisms. This process obviously needs to be monitored and 
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mediated by linguists, who will guide and motivate collaborators through the use of 
games and small competitions that will boost collaboration. Participants’ motivation 
and training is a key issue that we are addressing from a citizen science approach, while 
considering the role that public libraries may play in dissemination and training 
(Maroto, 2019). 

The app (Gómez Sanz, 2019), which is now ready to enter the production stage, will 
serve as a platform for the interaction between lexicographers and the general public. 
On the one hand, citizens are expected to collaborate in the identification, assessment 
and broadcasting of new words through gamification. Linguists, on the other hand, will 
benefit from their suggestions to help in the process of validation of new words for their 
inclusion in a dictionary of neologisms. Control mechanisms are considered in order to 
ensure that the data introduced by the contributors meet the linguistic requirements. 

In this presentation we will describe the app and the envisaged protocol to motivate 
and train contributors, as well as the preliminary results and conclusions drawn from 
our first uses. 

Keywords: crowdsourcing; neology; app development; citizen science 
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Online advertisements are smart due to targeting. Personalized, targeted 
advertisements often trail Internet users to make them purchase the goods they have 
been looking for. One obvious question is whether smart advertising influences online 
dictionary use. 

The aim of the paper is to investigate the effect of targeted advertisements in online 
dictionaries on language reception, production and learning. Four questions are posed: 

 Does advertisement targeting affect dictionary-based language reception, 
production and retention? 

 Are advertisement-free online dictionaries as useful for language reception, 
production and learning as those with advertisements (either targeted or non-
targeted ones)? 

 Does the time of online dictionary consultation depend on advertisement 
targeting? 

 Is the effect of advertisements (targeted or otherwise) on language reception, 
production and retention dependent on sense position in the entry? 

In addition to those primary aims, the study investigates dictionary users’ attitudes to 
targeted and non-targeted advertisements. 

To achieve the major aims of the study, a pre-test, a main test and a retention test 
were conducted online. The main test involved 14 infrequent words which had two-
sense entries in e-OALD9. For each test item there were two tasks: decoding (the 
meaning of the word was to be explained) and encoding (the word had to be used in a 
sentence). Access to three OALD9-based dictionary versions was provided: with 
targeted advertisements, with non-targeted advertisements and without any 
advertisements. In the other two tests, the participants explained the words without 
any dictionary. The pre-test identified the cases where the words were known. Meaning 
retention was checked in the post-test. 162 learners of English (C1 in CEFR) 
participated in the experiment. 56 subjects used dictionaries with advertisements 
targeted at them, 52 those with non-targeted advertisements, and 54 those with no 
advertisements. Apart from the tests, a short survey was carried out to explore the 
participants’ opinions on advertisements in online dictionaries.  
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The results reveal that either targeted or non-targeted advertisements in online 
dictionaries do not significantly affect language reception, production and learning, 
irrespective of sense position in entries. However, both targeted and non-targeted 
advertisements prolong dictionary consultation. Non-targeted advertisements were 
found to be a little more disruptive than targeted ones, but the assessment of 
advertisements was not dependent on the experimental condition. The implications and 
limitations of the findings are explored in the full paper. 

Keywords: online dictionary; targeted advertisements; dictionary use; reception; 
production; learning time 
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In the general teaching-learning process of foreign languages, the use of electronic 
dictionaries accessed via hand-held devices has grown considerably over the past two 
decades, especially since the arrival of the first generations of digital natives into the 
classroom. This new type of user, and the development of educational processes within 
the framework of an increasingly digitalized society, has led to the emergence of a large 
variety of electronic dictionaries and dictionary apps (Nesi, 2000). Lexicographers, 
dictionary designers and publishers soon became aware of the advantages of the new 
medium and “jumped on the appification bandwagon” (Gao, 2013: 213). Currently, the 
app format presents a wide range of new possibilities and challenges compared to print 
and web dictionaries (Holmer et al., 2015: 356). 

Numerous studies have focused not only on the specific case of the use of bilingual 
electronic dictionaries, but also on the pairs of languages under study in the present 
contribution, German-Italian and German-Spanish (Domínguez et al., 2013; Flinz, 2014; 
Nied Curcio, 2014; Meliss, 2015; Fernández et al., 2016;). Fewer studies have addressed 
the topic of the production and use of dictionary apps (Gao, 2013; Marello, 2014; 
Simonsen, 2014; Holmer et al., 2015) while app studies dealing with the pairs of 
languages mentioned above are rare (Nied Curcio, 2014).  

This work approaches the study of bilingual dictionary apps from the content 
perspective with the aim of describing the information provided to Spanish and Italian 
learners of German for Specific Purpose in Tourism Faculties. The framing of our study 
in the context of the language of tourism derives from the specific communicative need 
of an increasingly large group of students, when considering the economic and social 
impact that tourism has in southern European countries such as Spain and Italy 
(Cortés-Jiménez & Pulina, 2006). However, the results obtained can be extended to a 
more general context.  

Under this premise we will carry out an analysis of two of the most popular bilingual 
dictionary apps for general language among Italian- and Spanish-speaking students of 
German as a Foreign Language (Leo and Pons) from the search of 50 common terms 
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in the field of tourism. Our aim is twofold: (1) to evaluate if the analysed dictionary 
apps really use the advantages of the new medium in comparison with web dictionaries 
(Leo and Pons), and (2) to reflect on the relevance of these tools in the teaching-
learning context of German for Specific Purposes in the field of Tourism. For this 
purpose, we will first check the presence of the selected terms in the dictionary apps 
and web dictionaries. Then we will focus on their macro- and microstructural features, 
concentrating on different aspects, among others, outside matter, access structure to 
the entries, integration of multimedia features, organization of entries, cross-reference 
structure (Engelberg et al., 2016: 157-160), and reference to cultural contents. Finally, 
reflections on the influence of the teaching-learning of German for LSP will also be 
drawn. 

Keywords: mobile devices; dictionaries; tourism; German, Italian, Spanish 
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Online dictionaries and dictionary apps: 
LEO = Leo Wörterbücher Deutsch, Italienisch; https://dict.leo.org/italienisch-

deutsch/ (12.08.19) 
 Leo Wörterbücher Deutsch, Spanisch; https://dict.leo.org/spanisch-deutsch/ 

(12.08.19). 
Leo Wörterbuch App for Android-Devices; 
https://play.google.com/store/apps/details?id=org.leo.android.dict&hl=de 
(12.08.19) 
LEO Wörterbuch App for iOS-Devices; https://apps.apple.com/de/app/leo-
wörterbuch/id396838427 (12.08.19) 

PONS = Online-Wörterbuch; https://de.pons.com (12.08.19) 
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 Wörterbuch App for Android-Devices;  
https://play.google.com/store/apps/details?id=com.pons.onlinedictionary&hl=d
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Wörterbuch App for iOs-Devices; https://apps.apple.com/de/app/pons-
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Thanks to the corpus revolution, which underpins e-lexicography, headword lists and 
defining vocabularies can now be adjusted to better reflect current language use. 
Definitions can be enhanced with information that goes beyond introspection alone. 
Syntactic patterning, lexical collocations and other phraseology can be given more 
comprehensive coverage. Good dictionary examples are easier to find. Yet despite these 
unparalleled and undeniable advantages, there are elements of word usage that appear 
to be slipping through the cracks of corpus analyses and corpus-based lexicographic 
resources. Issues encountered during the development of the lexicographic database 
behind the ColloCaid tool provide examples of such slips and a valuable opportunity 
to reflect on why they come about and how they might be addressed in future e-
lexicography projects. 

The ColloCaid text editor was designed to help writers enhance their use of general 
academic English collocations in a way that does not distract them from the writing 
task at hand (see eLex 2019 demo ColloCaid: assisting writers with academic English 
collocations). As detailed in Frankenberg-Garcia et al. (2019), the lexicographic 
database behind ColloCaid draws initially on a combination of high-frequency noun, 
verb and adjective lemmas from three respected corpus-based general academic English 
word lists: the Academic Keyword List (Paquot, 2010), the Academic Collocation List 
(Ackermann & Chen, 2013), and the Durrant (2016) subset of the Gardner and Davies 
(2014) Academic Vocabulary List. The database was then populated using word 
sketches (Kilgarriff et al., 2004), to automatically extract collocations sorted according 
to grammar relation from corpora of expert academic English writing, and GDEX 
(Kilgarriff et al., 2008) to select good corpus examples for language production. 

While there is no doubt about the usefulness of the above e-lexicography tools and 
resources, manual curation of the data became necessary at several points. In this paper 
we discuss specific cases of high-frequency academic lemmas that slipped through initial 
selection thresholds, situations where it was necessary to distinguish between 
interdisciplinary and multidisciplinary lemmas, circumstances where part-of-speech 
tags had to be overruled, and instances where concordances that ranked highly in 
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GDEX did not reflect conventional colligation patterns. These examples not only serve 
as a reminder of the dangers of an uncritical use of lexicographical tools and resources, 
but also highlight the limits of certain e-lexicographical methods and suggestions for 
their improvement. 

Keywords: writing assistants; collocation; corpora; EAP; word lists 
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Despite the existence of excellent resources that writers can use to look up collocations 
– for example, general language dictionaries, collocation dictionaries, corpora and tools 
like SkELL, Just the Word or FlaxLC – writers may not be aware of them, or may 
simply not realize that their use of collocations could be enhanced. Another problem is 
that looking up collocations whilst writing can be distracting and disruptive. This is 
particularly true when coping with cognitively demanding tasks, such as academic 
writing.  

This demo introduces you to ColloCaid, a text editor that provides academic English 
writers with collocation suggestions as they write.  

At the time of writing this abstract, the lexicographic database underlying ColloCaid 
(version 0.3) covers: 551 lemmas derived from well-known general academic English 
word lists; 9,257 core interdisciplinary collocations extracted from corpora of expert 
academic writing; 27,771 curated corpus examples of core collocations in context; and 
31,401 additional interdisciplinary collocations. For further details about our 
lexicographic coverage, see Frankenberg-Garcia et al. (2019) and “Slipping Through the 
Cracks of e-Lexicography: Lessons from ColloCaid” (paper presented at eLex 2019).  

The ColloCaid database is integrated with TinyMCE, a widely used open-source text 
editor that can be accessed from a normal browser, compatible with multiple devices 
and operating systems, without the need to download additional software.  When typed 
into ColloCaid, the lemmas covered in the lexicographic database are underlined with 
a green dotted line to signal that collocation suggestions are available. If wanted, users 
can then click on the highlighted word to trigger interactive menus that display 
collocations sorted according to grammar relation and strength of association, and 
examples to support language production (Frankenberg-Garcia, 2015). For further 
information, see “Collocations in e-Lexicography: Lessons from Human Computer 
Interaction Research” (paper presented at the eLex 2019 Workshop on Collocations). 
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In this demo, we invite you to: (1) do a very short collocation awareness exercise; (2) 
watch a 2-minute video about ColloCaid; (3) try out our prototype on your own device; 
(4) fill in a short feedback questionnaire; and, last but not least, (5) ask us questions 
and tell us what you think.  

Keywords: collocation; academic writing; writing assistant 
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The Petit Larousse Illustré (PLI) is a monolingual French dictionary which has been 
published every year since the 1906 edition2, and which is therefore a fundamental 
record of the evolution of the French language. As a consequence of the pre-1948 
editions of the PLI entering the public domain in 2018 the Nénufar (Nouvelle édition 
numérique de fac-similés de référence) project was launched at the Praxiling laboratory 
in Montpellier with the aim of digitizing and making these editions available 
electronically. The project is still ongoing; various selected editions from each decade 
are going to be fully digitized (so far the 1906, 1924 and 1925 editions have been 
completed), and changes backtracked and dated to the specific year.  

Nénufar’s primary aim is to make the editions available and searchable via an advanced 
search interface which will not only enable the selective querying of text by lemma and 
type of content (definitions, examples, ...), but crucially also detect and study changes 
by comparing different editions. In order to do so, a specific web interface has been put 
in place (see Figure 1 and the project’s website3). Alongside the digitized text, the 
Nénufar website4 contains high quality scans for each page. In compliance with current 
open data best practices (Wilkinson et al., 2016), the project also aims to make the 
source data available separately from the querying interface both for research and for 

                                                           

2 Published in 1905 but dated 1906. 
3 http://nenufar.huma-num.fr/?article=3807 
4 A similar project which presents data and scans from subsequent editions of the same 
legacy dictionary has been carried out by the team behind the Swedish Academy's Wordlist 
(see Holmer, Malmgren, and Martens (2016) and http://spraakdata.gu.se/saolhist/). 
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long-term preservation. The primary encoding format is TEI-XML; however in our case 
the TEI encoding is closely inspired by the latest version of the TEI-Lex0 (Bański et 
al., 2017, Romary & Tasovac, 2018) guidelines for encoding lexicographic resources5, 
which are based upon TEI.  The choice of a TEI6 based approach allows the Nénufar 
project to align itself to other pre-existing initiatives and tools.  By aligning ourselves 
to TEI-Lex0 we will be able to make use of digitisation tools such as Grobid 
(Khemakhem et al., 2017) which have TEI-Lex0 as their native format and which have 
already been tested and used within the Nénufar project to speed up the digitization 
of new editions. In addition we will be able to make use of ongoing initiatives to convert 
TEI-Lex0 datasets to RDF using the W3C recommendation for publishing lexicons as 
Linked Data, namely OntoLex-Lemon (McCrae et al., 2017; Bosque-Gil et al., 2016) 
which will allow for the publication of the Nénufar dataset as an LOD graph. The LOD 
version of the Nénufar dataset, now currently being developed, will be queryable from 
the available SPARQL endpoint and contain all available editions as one single graph, 
allowing for expert users to perform complex queries that could detect systematic 
changes in the dataset. The LOD version is particularly adapted to be linked to other 
datasets; more recent editions, once added, could also be of interest for NLP 
applications.  

 

Figure 1: Comparing the differences in the definition of aviation (aviation) between the 1906 
and 1912 editions. In the first one air navigation is still a possibility, whereas in the second 

one it is a reality. 

The presentation will illustrate the state of the art of the project, showcase the web 

                                                           

5 We chose not to encode the dataset directly into TEI-Lex0 since the guidelines are still 
incomplete. But our dataset is as closely aligned as possible to the current version of the 
TEI-Lex0 guidelines in order to make any future conversion as straightforward as possible.  

6 On the Nénufar website select an entry and then Ressources to inspect the xml encoding. 
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site, outline the principles guiding the TEI encoding with examples, and discuss the 
issues concerning the conversion from TEI-Lex0 to OntoLex-Lemon. 

Keywords: French dictionary; diachronic lexical resource; Petit Larousse Illustré; TEI; 
OntoLex-Lemon 
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Since the spread of smartphones, dictionary use in classrooms has changed dramatically. 
Many studies have been done on the effectiveness of the use of electronic dictionaries 
in EFL classrooms, reporting positive results especially in students’ vocabulary mastery 
(Yanti, 2016; Rezaei & Davoudi, 2016). However, with many dictionary sites and 
translation sites available free of charge, students choose to use their smartphones 
rather than their electronic dictionaries when they read and write in English. There 
have been several studies about positive influences of the use of online translation sites 
on EFL students (Benda, 2013; Groves & Mundt, 2015), but without proper 
understanding and instructions by the teacher, students cannot benefit from these 
convenient tools. 

This study aims to reveal students’ attitudes toward dictionary use in writing in English 
in an EFL classroom in Japan. The study is carried out in low-intermediate writing 
classes for first/second-year students in a private university in Japan. In these classes, 
students learn how to write various types of short essays. In this study, four 
questionnaires were created based on previous observation and administered over a 
semester to uncover students’ search behaviour. We try to find out what kind of devices, 
websites, and/or apps they use to complete the assignments, if they use them differently 
depending on the tool, and if they use them differently depending on the task 
(brainstorming, writing, editing). Preliminary results suggest that students are highly 
dependent on smartphones during the assignments, even though all of them have their 
electronic dictionaries with them. Rather than looking up words in a dictionary, a lot 
of students used online translation sites such as Google Translate, where you get only 
one answer to an inquiry. Some prefer to use chat-style online translation, such as LINE 
Translation, with which you type in a word or phrases just as you chat with your 
friends, and the answer comes back right away in a conversation bubble. These practices, 
of course, lead to poor or erroneous word choices in their writing, but the fact that 
only a single search result is displayed (whether appropriate for the context or not) 
seems to be the convenience they like. However, over the semester most students learned 
to use both dictionaries and online apps, increasing their use of multiple tools. No 
students used dedicated dictionary apps on their smartphones. The questionnaire 
results show that there is little difference in use, depending on the tool, and only slight 
differences in use depending on the task, with more spelling checks in brainstorming 
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and more usage checks in editing. The survey results will then be discussed in light of 
creating instructional materials for a more efficient use of reference tools in the 
classroom. 

Keywords: Japanese EFL students; electronic dictionaries; Internet 
dictionaries/applications; dictionary consultation behaviour 
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This work presents a new cognitive dictionary model that facilitates the comprehension 
and use of a new language in the first phases. The problem addressed is students’ lack 
of motivation and sufficient linguistic knowledge on which to rely, what hampers the 
learning of a new language, among other factors. This situation happens, mainly, in 
secondary and early tertiary education and, in many cases, leads to early abandonment 
of learning. 

One way to address the problem is the proposal presented in this paper. The aim is to 
make students feel they are able to understand simple sentences in the new language 
only with their mother tongue knowledge and with the support of the new dictionary. 
The lexical-semantic information contained in the dictionary is based on valence theory 
and Fillmore case grammar (Ágel & Fischer, 2010; Fillmore, 1968; Babic, 2011). The 
novel idea is to help to understand the global functioning of the language using a 
“sentence-puzzle” metaphor. According to this metaphor, a sentence can be understood 
as a puzzle whose pieces are its words. The meaning of the sentence is constructed from 
the meaning of the main piece, the verb. The verb needs, to complete its meaning, 
other words (with the role of agent, object, beneficiary, ...) that must semantically fit 
with it. Since this idea is valid for both the mother tongue and the new language, the 
learner can easily apply it to the new language.  

The dictionary is, therefore, conceived as a repository of pieces, which are the lemmas. 
The verb, which is the main piece, contains in its microstructure the predicative frames 
with basic morphological and semantic information that helps the learner how to look 
for its arguments. Nouns and adjectives contain, in addition to morphological 
information, their semantic features, which must fit with the semantic features expected 
in verb arguments. The microstructure of the dictionary is completed with images 
about the meaning of the lemmas, the translation into the learner’s mother tongue and 
examples, and in the case of the German dictionary, its pronunciation. 

The macrostructure of the dictionary is based on the Hierarchical Faceted Category 
model (Denton, 2003). There are eight faceted-taxonomies, one for each lexical category. 
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The taxonomy of verbs is the most complex, with a depth of up to six levels. It includes 
the monovalent, bivalent and trivalent categories taking into account the possible 
meanings of each verb. Nouns are organized according to their semantic features. In 
the current version, adjectives, adverbs and prepositions are barely developed as it has 
been found that they are not necessary in an initial learning phase.  

The dictionary model has been implemented in two inflected languages, Latin and 
German for Spanish mother tongue students (German_DDDictionary; 
Latin_DDDictionary, 2016). The didactic effectiveness has been empirically tested 
through four case studies with high-school students (Márquez & Chaves, 2016). The 
results indicate an improvement in grades and motivation. Currently, we are working 
on the construction of a virtual course to introduce into Latin or German thanks to 
the dictionary. 

Keywords: computational lexicography; valence grammar; Latin dictionary; German 
dictionary; semantic features 
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In music, variations and improvisation on a theme are a common creative technique: 
existing material is modified step by step in melody, rhythm or harmony. If this 
succeeds, something completely new and unexpected can arise. In a similar way, the 
decomposition and (re)composition of a product is a common problem-solving strategy 
in design to achieve new solutions for old problems. 

In our talk we apply this technique in the field of dictionary interfaces. To this end, we 
will focus on one dictionary entry with one particular, but characteristic, problem, i.e. 
that the entry is too long to show all content on one screen. Typically, a dictionary 
entry is structured in a horizontal (different senses of one word) and in a vertical line 
(different kind of information on one sense). So, the dictionary designer is confronted 
with the issue of which information to present first at the expense of others. 

In most of the current online dictionaries, an expandable text structure is the method 
of choice. Other common design solutions are tab views or more print oriented options 
with signposts or menus (cf. e.g. Koplenig & Müller-Spitzer, 2014; Dziemianko, 2015). 
It is less widespread to use more vertical screen space. However, this could also be an 
interesting solution for mobile devices (cf. e.g. Storjohann, 2018). 

We will show how variations and rearrangements of the basic building blocks of a 
dictionary entry can be used to create new and completely different interfaces. With 
focus on usability and new hardware devices, we will compare different design options 
and try to figure out potential advantages these new interfaces may have over standard 
ones. 

Our “variations” may not be suitable for productive use. But similar to concept studies 
in the automotive industry, they may help us to get a better understanding of our 
design problems and hint at directions we can pursue, when revising existing dictionary 
interface forms. 

Keywords: user interface; adaptive design; user-centred design; online dictionaries 
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Nowadays electronic corpora are larger and larger, and thus visualisation of the data is 
a very important task if you want to explore it in a practical way. For this reason visual 
linguistics is attracting a growing attention (Bubenhofer, 2018: 26). But as Bubenhofer 
(2018: 25-26) states, the field is not yet well-developed, and more reflection is needed 
on the use of visualization and its relevance for linguistic work. 

In my study, I analyse the vocabulary of quotation expressions. Quotation expressions 
are expressions which refer a direct or indirect speech representation (e.g. the verb says 
in She says: “I am happy.” or the phrase pat on the back in He pats him on the back: 
“I am proud of you.”). Analyses conducted by Kurz (1966), Michel (1966) and Jäger 
(1968) already showed that the vocabulary of quotation expressions is very large and 
diverse. But none of these authors worked out the factors which account for the 
diversity of the vocabulary of quotation expressions. Finding this out is not an easy 
task, because corpora are too big to be investigated in a qualitative way. Fortunately, 
corpora are now available in electronic form. As a consequence, it is possible to 
implement algorithms which visualize different aspects of the data, i.e. to use 
exploratory graphics (Unwin et al., 2008: 4). Therefore, conclusions can be made with 
the help of visualization. 

My poster presents the use of exploratory graphics to find out which factors determine 
the use of a certain quotation expressions. The main factor which will be investigated 
is the position of the quotation expression in the syntagm – i.e., does the quotation 
expression stand before, between or after a speech representation? Every graphic shows 
another combination of the main factor and an additional factor, e.g. one will show the 
distribution of quotation expressions among the three positions (= the main factor) 
with regard to their semantic class (= an additional factor), another will show the 
distribution of quotation expressions among the three positions with regard to their 
part of speech. Overall, I want to reflect on the use of different visualization methods 
and also point out why the visualization of linguistic data is so important for corpus 
linguistic work. 

With regard to the data I extracted about 2,000 quotation expressions from text 
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samples of the “Redewiedergabe-Korpus” 7 . The corpus consists of 293 fictional 
(narratives) and 327 non-fictional (newspaper and magazine articles) German text 
samples, each about 500 words, and written between 1840-1920. The text samples are 
manually labelled for quotation expressions and the direct speech they refer to. 

Keywords: corpus linguistics; visualisation; vocabulary of quotation expressions 
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 The corpus was created by the DFG-funded project “Redewiedergabe”. It is available on GitHub: 
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The experience of elaborating the project “Dictionary of the Ukrainian language in 20 
volumes” is described. The dictionary in question is a heavily revised version of the 11-
volume Ukrainian Explanatory Dictionary edited during 1970-1980. Currently the ninth 
volume has been published. The on-line version of the dictionary is available at: 
http://services.ulif.org.ua/expl/, SUM20ua.com. The project “Dictionary of the 
Ukrainian language in 20 volumes” is implemented under the government-sponsored 
program of developing the National Dictionary Base of Ukraine. 

To facilitate the process of compiling the dictionary a virtual lexicographic laboratory 
(VLL) was created. The VLL offers a networked environment to work with the structure 
of the explanatory dictionary. 

For developing the VLL the method of a lexicographic system was used. The dictionary 
is considered as a lexicographic system as an information system of a special type. The system 

architecture corresponds to ANSI/X3/SPARK architecture, in which the conceptual, internal and external 

data levels can be marked out. A lexicographic data model, which determines the entry structural 

elements and sets the relations among them, was taken as a conceptual model. 

The conceptual model was built up based on the analysis of the printed version of the 11-volume 

Dictionary. The entire text was converted into digital form (scanned and recognized). Then the digital 

dictionary text was parsed, and the database was automatically generated to serve as a basis for 

creating the VLL. 

The existing VLL is primarily aimed at supporting the lexicographic process. Currently, 
the main functions of VLL include:  

– user authorization and identification;  

– access rights administration (entries viewing, editing, access to interfaces, etc.);  

– adding and removing entries in the lexicographic database;  
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– entry editing (within the given structure);  

– representing entries in the selected format (e.g. publishing system format);  

– data analysis (lexicographic statistics, editing history of each entry, etc.);  

– selecting samples from the database according to the specified parameters;  

– online dialogue between lexicographic process participants.  

But the issue of using the VLL for conducting research into explanatory dictionary 
digital text needs deep consideration. The approaches to creating linguistic tools, based 
on the structural profile of the entry, are discussed. While working with the VLL, the 
requirements for the computer tools of the explanatory dictionary to be accessible to 
users with high linguistic competence via the online interfaces were defined. For this 
purpose “Diccionario de la lengua Española” (ed. 23) (on-line version at 
https://dle.rae.es/) was chosen for the experiment. 

Keywords: digital lexicography; theory of lexicographic systems; lexicographic 
database; virtual lexicographic laboratory 
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Our aim is to present the integration of the Electronic Corpus of the 17th and 18th c. 
Polish Texts, also referred to as The Baroque Corpus (Pl. korpus barokowy – hence the 
acronym KorBa), with the Electronic Dictionary of the 17th−18th C. Polish 
(henceforth e-SXVII). KorBa is a richly annotated corpus of Polish texts from the 17th 
and 18th centuries containing around 13.5 million automatically annotated and around 
0.5 million manually annotated segments. Texts in the corpus are available in two 
orthographic layers: transliteration and transcription. The morphosyntactic annotation 
layer for each segment includes the basic form (lemma), the grammatical class and the 
relevant grammar category values. The corpus uses the MTAS software and supports 
the CQL query language. 

The e-SXVII, launched in 2005, was among the first dictionaries created and provided 
entirely as a web application. It is a medium-size historical dictionary (currently having 
around 38,000 entries) which uses a dedicated software written in PHP and stores data 
in a relational database. 

Both the dictionary and the corpus benefit from the integration. The corpus users can 
now get in-depth information about the displayed segments (their meanings, etymology, 
etc.). The users of the dictionary have gained easy access to a much wider set of usage 
examples, including advanced queries like searching for a given inflection form. The 
dictionary editors have also profited. First, the integration has allowed them to identify 
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missing dictionary entries (i.e. the ones existing in the corpus but missing in the 
dictionary). Second, finding usage examples for the existing entries has been simplified. 
Third, a cross-check on finding a complete set of inflection forms has become possible. 
Finally, searching for phrasal verbs, proverbs, etc. (all present in the dictionary entries) 
has been made easier. 

The integration required several kinds of actions. Firstly, the source texts and inflection 
forms identifiers had to be synchronized. Secondly, a corresponding REST API had to 
be developed on the dictionary side and an already existing one had to be adapted on 
the corpus side. Thirdly, user interfaces had to be adjusted. As a side-effect of the 
integration, the e-SXVII gained a REST API, making it machine searchable and 
readable. 

Large differences between the lemmatization used by the corpus and the base forms 
noted by the dictionary turned out to be the biggest difficulty. Two solutions were 
implemented to mitigate the problem. Whenever it was possible to derive a 
transformation rule valid for a broad class of dictionary entries, the rule has been 
implemented (e.g. gerunds lemmatized to verbs in the corpus and to nouns in the 
dictionary). In other cases, the dictionary entry is processed on-the-fly by the 
morphological analyser which has been used to annotate the corpus. This is a fallback 
solution because it generates over-complicated corpus queries which can be difficult to 
understand and to adjust by the user. 

Keywords: text corpus; electronic dictionary; historical electronic lexicography; 
integration of electronic lexical resources 
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Collocations for a Lexical Tool 
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We aim to build a lexical tool that helps novice writers in their academic writing in 
Spanish (Alonso-Ramos et al., 2017). Although most academic texts at Spanish 
universities are written in Spanish and Spanish is the mother tongue of the majority of 
students, the latter does not guarantee a good writing performance in academic 
discourse. Academic writing has to be learnt, since there is no native speaker of this 
genre. In fact, the academic writing of university students often shows certain 
deficiencies, many of which come from a poor knowledge of collocations. The proposed 
lexical tool offers suggestions of Spanish cross-disciplinary collocations, in order to help 
university students by improving the quality of their academic lexicon (for further 
details, see also García-Salido et al., 2018). 

We focus on the proper method to identify cross-disciplinary collocations in a Spanish 
academic corpus consisting of research articles. Even though there are important lexical 
differences in different domains (Hyland & Tse, 2007), our project follows the approach 
according to which specialized texts contain, besides general lexicon (Drouin, 2007; 
Jacques & Tutin 2018: 1) domain-specific lexicon (or terminology) and 2) cross-
disciplinary lexicon (or academic lexicon), which is in line with several works on 
academic English (Coxhead, 2000, Ackermann & Chen 2013; Gardner & Davies, 2014, 
Frankenberg-Garcia et al., 2018). However, the distinction between both kinds of 
lexicon is not clear-cut, especially when we deal with collocations. It is not enough to 
verify that the two elements of collocations are sufficiently represented in different 
domains of the academic corpus separately, but also the collocation as a whole. For 
instance, the noun actividad ‘activity’ and the verb presentar ‘to present’ have been 
selected for their specificity in the academic corpus, but the collocation presentar 
actividad is only specific to the domain of Natural Sciences. 

We will describe the process of extraction of collocations from our academic corpus and 
the process of manual filtering that we employed until now. Firstly, we extracted a list 
of academic word candidates based on their specificity and on dispersion across all the 
domains. Secondly, we parsed our academic corpus to build a list of word combinations 
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using syntactic dependencies. From the 418 collocation candidates corresponding to 38 
bases, we manually filtered those which were proper collocations. Out of these, only 
113 collocations (from 25 bases) that were considered cross-disciplinary have been 
selected. The other 305 collocation candidates have been discarded mainly because they 
were considered free phrases or terminological. In order to improve the efficiency of this 
manual filtering, we compiled a bigger domain-specific corpus using WebBootCat 
(Baroni et al., 2006) with four main domains and 12 subdomains. After some 
experiments, we applied the Inverse Document Frequency model, a dispersion measure, 
to verify if a collocation is significantly more frequent in a given subdomain. If so, it 
will not be considered cross-disciplinary. We will present the results of these 
experiments, as well as the current state of the collocational tool. 

Keywords: cross-disciplinary; academic vocabulary; collocations 
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1. Introduction 

The purpose of this contribution is to present LexO8, the first version of a collaborative 
web editor for easily building and managing of lexical and terminological resources in 
the context of the Semantic Web. The adoption of Semantic Web technologies and the 
Linked Data paradigm has been driven by the need to ensure the construction of 
resources that are interoperable and can be shared and reused by the scientific 
community. LexO’s primary objective is to enable terminologists and lexicographers to 
create a resource ex novo this is by means of the adoption of a lexical model that allows 
the association of detailed and structured lexical information (Bellandi et al., 2018); 
(Khan et al., 2016) to ontological concepts. In this respect, the lemon lexical model 
(McCrae et al., 2012), later renamed OntoLex-lemon (McCrae et al., 2017), is currently 
regarded as the de facto standard for enriching Semantic Web ontologies with lexical 
information. LexO can provide a support for creating, managing, publishing lexical and 
terminological resources as Linked Open Data, that is typically a complex task, 
especially for those who have not yet mastered Semantic Web-based standards and 
technologies, such as RDF and OWL. However, the long-term ambition of LexO would 
be to make a deeper contribution to e-lexicography. 

2. LexO 

LexO arises out of several DH research projects 9  that aimed to construct lexical 
resources and terminologies, and also takes into account experiences coming from 
international projects dealing with e-lexicography, such as ELEXIS 10 . It tries to 

                                                           

8 The source code is available at https://github.com/cnr-ilc/LexO-lite. 
9 LexO has been mainly developed in the context of the DiTMAO project - multilingual 
resource of medico-botanical terminology focussed on Old Occitan, and it has already been 
used in several projects, such as, i) Ferdinand De Saussure 
(http://www.ilc.cnr.it/en/content/saussure) - multilingual diachronic resource of Saussure’s 
terminology, ii) Totus Mundus - bilingual chinese-italian resource on Matteo Ricci’s Atlas 
(http://www.ilc.cnr.it/en/content/ilc-iit-totus-mundus). 

10 ELEXIS (https://elex.is) is an ambitious project within the domains of NLP and e-
lexicography with the aim of creating a European wide lexicographic infrastructure. It is 
based on a previous Cost Action ENeL - aiming to establish a European network of 
lexicographers and a common approach to e-lexicography that forms the basis for a new 
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consider the necessity of making the main formats (TEI, LMF (Francopoulo et al., 
2006), OntoLex-lemon) interoperable, and in particular looking at a broader 
perspective of an ecosystem, where different standards can coexist and mutually enrich 
each other. In the following, we list the main features of LexO, also in the light of the 
results presented in the “User Needs” task11 of the ELEXIS project: i) it hides all the 
technical complexities related to markup languages, language formalities and other 
technology issues, facilitating access to the Semantic Web technologies to non-expert 
users; ii) it allows for a team of users, each one with his/her own role (lexicographers, 
domain experts, scholars, etc.) to work on the same resource collaboratively; iii) it 
adheres to international standards for representing lexica and ontologies in the 
Semantic Web (such as OntoLex-lemon and OWL), so that lexical resources can be 
shared easily or specific entities can be linked to existing datasets; iv) it provides a set 
of services implemented by means of RESTful Web Services that allow software agents 
to access to the resources managed by means of LexO. 

 
Figure 1: Multi-tier architecture of LexO. It is based on the software design pattern known as 

“three-tier architecture”, and which uses Apache Tomcat v8.0 as the webserver. The 
component-based architectural structure was implemented by the object-oriented J2SE 

framework, enhanced with Contexts and Dependency Injection annotations (CDI). (a) LexO 

                                                           

type of lexicography (http://www.elexicography.eu/). 
11 See deliverable D1.1 “LEXICOGRAPHIC PRACTICES IN EUROPE: A SURVEY OF 
USER NEEDS” at https://elex.is/deliverables/  
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as web application - (b) LexO as rest services. 

 
Figure 2: Main interface of LexO. On the left, a column shows the list of lemmas composing 

the resource, the forms, the lexical senses, and the concepts belonging to the ontology of 
reference. The information related to the selected entry is shown in the central panel. It is 

possible to link senses to the related ontological concept. 
 

The demo session will be organized in two parts. First, we will introduce LexO and 
how it falls in the framework of e-lexicography, its architecture, the data model, and 
how the tool can help users on the basis of their needs. Finally, we will start with the 
demo software by means of different real use cases. 

Keywords: Semantic web; Lexicography; LexO; OntoLex-Lemon; Linked data 
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The Dictionary of Bavarian Dialects in Austria (Wörterbuch der bairischen Mundarten 
in Österreich ‘WBÖ’) is a long-term project, whose main goal is the comprehensive 
lexicographic documentation of the manifold Bavarian base dialects in Austria and 
South Tyrol. The data used for writing the dictionary articles were recorded by so-
called “Sammler” (gatherers) on paper-slips and collected in the “Hauptkatalog” (main 
catalogue). With the main purpose of facilitating and accelerating the process of writing 
dictionary articles, the hand-written paper slips were entered manually into a TUSTEP 
system and, subsequently, converted into TEI-XML (cf. Bowers & Stöckle, 2018). Since 
2016, the WBÖ is (re)located at the department “Variation and Change of German in 
Austria” at the Austrian Centre for Digital Humanities (ACDH) at the Austrian 
Academy for Sciences (ÖAW), where a new staff of researchers has been working on a 
modernized concept.  

Besides creating a web-based research platform where the database shall be made 
accessible for researchers, the focus lies on continuing the lexicographic work and 
writing dictionary articles. Up to now, the dictionary articles were written by using 
common word processing software (like Microsoft Word). While using Word to write 
texts seems the easiest and most straightforward way, it holds some significant 
disadvantages, especially since the articles will be published in different formats, i.e. 
print and online.  

In order to provide a standardized structure, the articles will be composed directly in 
TEI. For this purpose, a new lexicographic editor system has been created, which will 
be the focus of our presentation. The editor system provides a clearly arranged and 
easy-to-use user interface for the lexicographers and, at the same time, uses XML-TEI 
structure to store the articles. Since the database uses the same structure, the editor 
tool communicates with the database, which facilitates and accelerates the 
lexicographic work, e.g. by copying entries directly into the lexicographic editor. It also 
allows for direct linking between information in the articles (e.g. with respect to a 
certain sense) and the database entries which were used as source. This way, users can 
have access to the raw data which contain more detailed information (e.g. with respect 
to the exact geographic locations of the entries) than the dictionary articles. Moreover, 
the standardized TEI structure of the articles makes it possible to easily generate 
HTML data for internet publishing as well as for printing.  
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The tool has been developed to meet the specific requirements of the WBÖ, but as it 
has an open source code, so it can be adapted by other lexicographic projects. 

Keywords: lexicographic editor; TEI; open source 
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This article aims to explore the synergies resulting from the conjugation of 
crowdsourcing, lexicography, and patient engagement by proposing the creation of 
EndoCrowdLex, an online, corpus-based lexicographic resource related to 
endometriosis 12 , in which patients will be directly involved as co-creators in a 
multidisciplinary team comprising lexicographers, terminologists and subject field 
experts. 

The unprecedented technological innovation that has characterized the last few decades, 
as well as the exponential increase of available data, have fostered the development of 
online platforms that have enabled a growing ‘participatory culture’ among citizens 
worldwide. In this respect, crowdsourcing (Howe, 2006) and its potential in the co-
creation of products and services have been widely acknowledged across different 
sectors, such as healthcare (Wazny, 2017; Créquit et al., 2018) and lexicography (Kosem 
et al., 2013; Fišer et al., 2014; Čibej et al., 2015). Furthermore, health literacy 
(Nutbeam, 2000) and the increasingly active – and empowered – role of patients within 
the healthcare setting have been at the forefront of most eHealth13 initiatives. Patient 
education has recently taken one step further with the advent of the expert patient, i.e. 
a patient with a medical condition whose acquired knowledge 14  and experience 
regarding that condition enable him/her to play an active role in its management 
(Carvalho, 2018). Given their know-how and status within the patient community, such 
expert patients could constitute valuable ‘crowds’ to work with from a lexicographic 
standpoint. Moreover, and despite its worldwide prevalence and significant economic 
and social impact (Kolterman et al., 2017), endometriosis-related resources are 
practically non-existent in the current lexicographic landscape. 

                                                           

12 A chronic gynecological disease, which arises when tissue similar to the endometrium (i.e. 
the lining of the uterus) is found outside the uterine cavity (Dunselman et al., 2014).  

13 Defined as “the use of information and communication technologies (ICT) for health.” 
(https://www.who.int/ehealth/en/). 

14 Often via formal and tailored education. 
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Therefore, this article focuses on the importance of these expert patients in the creation 
of EndoCrowdLex. On the one hand, they constitute an invaluable source of input 
concerning the actual needs of the endometriosis patient community and their families, 
as well as of other potential end users, which could help fine-tune both content and 
medium. They may also play a crucial role in the testing of the resource’s main features 
throughout the development stages. On the other hand, and due to their unique 
knowledge of this condition, it is believed that after some training, this ‘crowd’ could 
actively participate in a set of microtasks within EndoCrowdLex, thereby facilitating 
the work of both terminologists and lexicographers. One scenario could include analysis 
of corpus examples so as to extract and categorize candidate terms and relations, with 
the latter categorization being supported by a conceptual framework based on the top-
level concepts and relations put forward by the UMLS15  and SNOMED CT 16 . In 
addition, these patients could be involved in the drafting of popularized natural 
language definitions based on previously created – and validated – scientific ones (Costa 
et al., 2019). Although expert patients would likely be highly motivated by knowing 
they would be supporting health literacy and patient education concerning this 
underrepresented disease, gamification in microtask design might provide a further 
incentive. 

In short, by combining the added value of crowdsourcing, lexicography, and expert 
patients within a multidisciplinary setting, EndoCrowdLex aims to contribute towards 
endometriosis awareness, as well as to current research in lexicography. 

Keywords: corpus-based lexicographic resource; crowdsourcing; expert patient; 
eHealth; terminology 
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The project Database of the Southern Dutch Dialects (DSDD) aims to aggregate and 
standardize three existing comprehensive dialect lexicographic databases of the Flemish, 
Brabantic and Limburgian dialects into one integrated dataset. The project, which runs 
from 2017 to 2020, will result in a harmonized dataset, an API for researchers and a 
portal application in which the outcome of the project will be available to a broad 
audience. 

Although the dictionaries were explicitly set up in parallel in order to make future 
aggregation possible, there are differences in methodology and they have not used the 
same set of concepts. There is also a significant degree of heterogeneity from a technical 
point of view, in terms of file formats and logical structure. 

The project has set up a workflow to harmonize the data structures and to interconnect 
the dictionaries by adding an overarching layer of concepts. The integrated database 
aims to enable innovative research, especially in the field of quantitative lexicology and 
dialect-geographical analysis.  

In this contribution, we focus on two aspects:  

- The development of a data model for the integrated database, both from a 
technical and a linguistic point of view. The three dictionaries cover similar but 
not necessarily equivalent concepts; moreover, the standard language term 
chosen to represent a concept may differ between dictionaries. We are faced 
with the technical problem of grouping similar concepts without an extensive 
manual search, and a methodological problem of dealing with closely related 
but non-equivalent concepts. We evaluate graph-based concept linking methods 
to deal with the technical issue and propose a data model to incorporate the 
lexico-semantic relations, in order to do justice to the complexities inherent in 
the data. 

- The exploitation of the integrated database for computational dialectology, 
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spatial statistical analysis and visualization of the dialect data in an interactive 
research environment. The aim is to develop a research environment which is 
both feature-rich and flexible enough to allow researchers to answer their 
research questions based on this extremely valuable but not altogether 
unproblematic data set. Prototypes of the API and the portal application will 
be demonstrated. 

Keywords: Southern Dutch Dialects; dialectology; computational dialectology; dialect 
maps; integration 
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The linguistic description of the Dutch Language, both historical and contemporary, 
has been a task of the Dutch Language Institute (Instituut voor de Nederlandse Taal) 
since its foundation in 196717 . This has in the course of time resulted in corpora, 
computational lexica and scholarly dictionaries of historical and contemporary Dutch. 

Around 2005, we found ourselves working on a range of historical and contemporary 
lexicographical projects, without investing in the synergy between them. This was 
inefficient, and since then efforts have been made to streamline the corpus-based 
description of the Dutch language.  

First, the development of an integrated lexical database was initiated, the GiGaNT 
lexicon18. The aim of this lexicon is to get a well-structured overview of the described 
Dutch vocabulary, and to allow the systematic screening of the Dutch word stock for 
omissions in the lexicographic description for both historical and contemporary Dutch. 
The core of the historical component is the material from the Dutch historical scholarly 
dictionaries. The contemporary component was primarily developed for the 2015 release 
of the Dutch spelling reference lexicon and has been expanded ever since. A recent step 
in data integration of the contemporary projects was the linking of ANW 19  and 
neologism entries to the GiGaNT lexicon. 

With regard to the corpora, efforts were made to integrate the several internal and 
external corpora for Dutch into one basic corpus, the Corpus Hedendaags Nederlands 
(CHN, Corpus of Contemporary Dutch). The external part of this corpus has been 
made available in the CLARIN infrastructure (chn.inl.nl). A common metadata scheme 
was developed and the structural encoding was done according to a basic encoding 
scheme in TEI, developed for all INT corpora, both historical and contemporary.  

To ensure the corpus is up-to-date, a corpus workflow tool was developed (“duct”) 
which implements continuous integration in the context of corpus processing, including 
all steps from fetching files from an FTP server, via basic conversion to TEI to linguistic 

                                                           

17 Up to 2016 the Instituut voor Nederlandse Lexicologie (INL, Institute for Dutch 
Lexicology). 

18 GiGaNT, Groot Geïntegreerd lexicon van de Nederlandse Taal (Large Integrated Lexicon of 
the Dutch Language). 

19 ANW, Algemeen Nederlands Woordenboek (Dictionary of Contemporary Dutch) 
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annotation and indexing the material in the BlackLab corpus retrieval system.  

Finally, the workflow for the description of contemporary Dutch has been improved. 
New words (not necessarily always neologisms) are automatically detected in the new 
corpus material and forwarded to the lexicographical environment for selection. 
Selected new words are first added to the central database, where information on part 
of speech is added, as well as a complete paradigm including hyphenation. This means 
that for all projects this basic information is equally and easily available. In the future, 
morphological and etymological components are also foreseen, as well as phonetic 
transcriptions. It is the intention to link all lexicographical products of the INT to this 
central database so as to share the systematic linguistic description of Dutch in all 
(past, present and future) projects. 

Keywords: corpus based lexicography; modern Dutch; workflow 
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Introduction 

The Lehnwortportal Deutsch (2012 seqq.) serves as an integrated online information 
system on German lexical borrowings into other languages, synthesizing an increasing 
number of lexicographical dictionaries and providing basic cross-resource search options. 
The paper discusses the far-reaching revision of the system’s conceptual, lexicographical 
and technological underpinnings currently under way, focussing on their relevance for 
multilingual loanword lexicography. 

Data structures 

Roughly in the spirit of Měchura (2016), the new Lehnwortportal system combines 
traditional XML-based digital lexicography with graph-based interlinking of 
information. It is special in relying on a property graph database, using the Turing-
complete Apache Tinkerpop Gremlin query language (Rodriguez, 2015). The overall 
architecture is best suited for manually curated resources and is to be distinguished 
from a more NLP-oriented RDF-based Linked Data approach as discussed, for example, 
in (Gracia, Kernerman & Bosque-Gil, 2017). The graph features three main types of 
nodes (lexical units, their senses, entries in lexicographical resources). It expresses 
relations between lexical units such as borrowing, derivation, diachronic development, 
and variation; in addition, it relates lexical units to their word senses and to the entries 
in the portal’s resources they appear in. Distinct but interconnected subgraphs cleanly 
separate the data found in the individual original sources from the manually edited, 
homogenized and interlinked portal data layer that is supposed to represent genuinely 
linguistic information (Meyer & Eppinger, 2018). 

Accessing and editing the graph 

Apart from a traditional entry/XML-based presentation, the revised Lehnwortportal 
provides intuitive and powerful real-time access to the entire graph via an innovative 
visual query builder (Meyer, 2018) that allows users to find arbitrarily complex graph 
constellations (n-tuples of words). Amongst other things, the query system offers 
Boolean operators to describe alternative or non-existing paths (e.g. borrowing histories) 
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as well as comparisons such as “is homonymous to” or “has same PoS as”. Users can 
easily navigate the curated graph by following edges between graph nodes visually or 
hypertextually. Authorized lexicographers may directly edit the subgraphs around 
search results.  

Lexicographical process 

The non-linear nature of graph editing and the requirement to keep the portal’s XML 
resources in sync with the graph creates the need for intertwined ‘graph-augmented’ 
lexicographical tools and practices. Amongst other things, bookkeeping of changes and 
additions to the data, including versioning, should itself be graph-driven, taking 
advantage of the graph query system and the possibility to add temporary editing 
attributes to search results. Changes in the underlying resources must percolate in a 
well-defined manner in the graph and lead to the automatic flagging of nodes and edges 
whose modifications might be lexicographically incorrect and must therefore be checked 
manually. Especially for the digitization/integration of new lexicographical data, the 
Lehnwortportal features a ‘graph-first’ input editor. 

New resources 

The revised Lehnwortportal, freely accessible from 2021, will host a number of new 
dictionaries of German loanwords in European languages, amongst others, English 
(Pfeffer & Cannon, 1994), French (Le Trésor de la Langue Française Informatisé) and 
Hungarian (Benkő & Büky, 1994). The paper includes a conceptual comparison to two 
related projects on Dutch (van der Sijs, 2015) and Italian (Heinz, 2017) loanwords in 
other languages. 

Keywords: property graph; loanword lexicography; lexicographical process 
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This presentation deals with the new digital edition of the Dictionnaire de l’Académie 
française, the oldest and most respected dictionary of the French language, which was 
first published in 1694. This new digital portal has been available to access freely at 
www.dictionnaire-academie.fr since February 2019. 

The first release of the portal includes the full 8th edition (1935), and the current 9th 
edition up to the letter S (the rest will be made available shortly). It should be 
emphasized that this 9th edition represents a major evolution in the long history of the 
Dictionnaire, as it is twice the size of the 8th edition, with 25,000 new words and new 
features such as etymology. 

The next version of the portal, to be released by the end of 2019, will contain the full 
corpus of all nine editions of the Dictionnaire, giving unprecedent access to the full 
lexicographical work of the Académie française since its inception in 1635. In the end, 
the portal will give access to more than 250,000 entries from the nine editions. 

In addition to from some functionalities which can now be found in most digital 
dictionaries (such as autocompletion, spelling correction, hypertext navigation, etc.), 
this new edition has some interesting and more original characteristics: 

 the “word history” feature, giving the list of all entries of the same word in the 
nine editions, whatever spelling modifications have occurred; 

 full conjugation of all the verbs in the 9th edition of the Dictionnaire; 

 integration of lexical notes, published by the Académie, about difficulties or 
curiosities of the French language; 

 linked lexical data pointing to the official website of the Délégation à la langue 
française, which contains a large database of recent terms and recommendations 
in every field of terminology; 

 linked lexical data pointing to the BDLP, a large database describing in detail 
diatopic variations of the French language, in 20 countries (Quebec, Belgium, 
French-speaking countries in Africa, etc.); 
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 links to the digitalized versions (in image mode) of the past editions of the 
Dictionnaire, thanks to a partnership with the Bibliothèque nationale de France. 

The new website is also fully built using responsive design, making the Dictionnaire a 
free and very simple-to-use resource available on every kind of smartphone, and similar 
to a mobile application. 

The presentation will describe in detail the principles, the objectives and the 
functionalities of the portal. With 300 million French-speaking people all around the 
world, and expectations that this could grow to 700 million by 2070, this new portal 
aims to become a new point of reference in the digital sphere for the French language, 
and also a key resource for education. It is also intended to become the basis for new 
extensions, new content and new links to other external lexical data available on the 
web, showing the will of the Académie française to provide high-quality and evolving 
content to the French-speaking and French-learning communities. Future possibilities, 
such as linking to the semantic web and open data, will also be discussed. 

Keywords: Académie française; dictionary content; French dictionary; digital 
dictionaries; education; Francophonie; Français langue étrangère (FLE); 
linked lexical data 
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Nowadays, lexicographical resources increasingly integrate, partially or completely, the 
Semantic Web and, in particular, the Linguistic Linked Open Data network 
(http://linguistic-lod.org/llod-cloud). More recently, the Elexis project (European 
Lexicographic Infrastructure) set itself the goal of promoting cooperation among 
research teams, in particular by pushing the development of standards, methods and 
tools linking lexicographical resources with open access to their data 
(http://www.elex.is). The need for data linking is particularly strong in the historical 
lexicography of Romance languages, where numerous reference books complete the 
Französisches Etymologisches Wörterbuch (FEW), a thesaurus gathering all lexical 
units of Galloromance languages and dialects. These resources would benefit from a 
digital linking with the FEW by allowing their users to have direct access to the 
corrections they propose. 

OntoLex-Lemon (http://www.w3.org/2016/05/ontolex/) is one of the standards made 
available to the community of lexicographers for the linking of digital resources. It has 
already been tested with several digitized dictionaries. This standard was not initially 
designed with the purpose of linking dictionaries, but rather to enrich the Semantic 
Web’s existing ontologies with lexical information. This explains why the model does 
not yet allow the complexity of all the data from lexicographical resources to be 
represented. OntoLex-Lemon’s applicability to lexicography quickly led to 
improvements, for instance through the addition of morphological and syntactical 
information. However, it is only at a later stage that the model started to take into 
account the etymological, and more generally the historical dimensions. Scholars first 
added the possibility to point out etymons when the dictionaries contained the 
information (see Declerck & Wandl-Vogt, 2015), then Khan proposed a more general 
extension to the model (Khan, 2018). Still, the historical dimension remains rather 
poorly represented in the Linked Open Data (see for example Tittel & Chiarcos 2018, 
who try to integrate the DEAF in this network). 

Our presentation studies the possibility to integrate the etymological data of Romance 
linguistics into the Linked Open Data. We focus on the Galloromance field and analyse 
examples coming from various types of resources (dictionaries, thesauri and linguistic 
atlases, including the FEW). In this way, we show whether the model proposed by 
Khan 2018 enables the addition of the “etymology-history” dimension as commonly 
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encountered in Romance linguistics. Finally, we propose several ways in which the 
model can be adapted to fully integrate the addressed resources into the Semantic Web. 

Keywords: OntoLex-Lemon; Romance lexicography; Etymology 
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The rapid development of the internet and computer technologies has influenced various 
spheres of linguistics, but it can be said that lexicographers have profited most of all. 
Russian dictionaries have a long tradition, but when it comes to computational 
lexicography they are lagging behind. In the present study we address ourselves to the 
wide range of printed lexicographic sources that describe collocations. 

Explanatory dictionaries occupy the most prominent part among other Russian 
reference books representing the results of fundamental work on describing lexis. One 
can find set phrases not only in special sections of the entries but also in the examples, 
sayings and quotations. For example, the diamond symbol z is used to designate set 
expressions and phraseological units in some works (Dictionary of Contemporary 
Literary Russian Language, 1948-1965; Dictionary of the Russian Language, 1981–1984), 
while the latter is defined in the Big Academic Dictionary of Russian (2004–) with the 
tilde symbol ~. 

The Dictionary of Set Verb-Noun Phrases in Russian (Deribas, 1983) comprises 5,197 
collocations for 744 verbs and 1,345 nouns. The majority of phrases consist of bigrams 
including verbs and nouns as direct or indirect objects. The authors emphasize that 
the dictionary is focused on language learners and does not provide any definitions or 
explanations, merely listing the collocations of literary language.  

The Explanatory Combinatorial Dictionary of Modern Russian (Mel’čuk & Zholkovsky, 
1984) represents the result of a unique approach to the formal description of 
collocability. The authors characterize their dictionary as an active one, i.e. that can 
be used not to understand but to produce speech. The core notion of the dictionary is 
a lexical function which associates a word (or an argument) with a set of words and 
phrases expressing the meaning or role which correspond to the function.  

The Dictionary of Russian Collocations with English-Russian Dictionary of Keywords 
proved to be the first Russian dictionary that used the notion of “collocation” (Borisova, 
1995), structuring them according to their semantics with numbers that correspond to 
lexical functions. 

The Dictionary of the Collocability of the Words of the Russian Language (Denisov, 
Morkovkin, 2002) is the most famous and comprehensive collocations dictionaries of 
Russian. The authors distinguish between lexical and semantic collocability (according 
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to Yu. Apresyan), and also define syntactic collocability as a set of semantic and 
syntactic positions available for a word, in other words, its valency frame. 

The Active Dictionary of the Russian Language (Apresyan, 2014-) includes extensive 
information on collocability, being the most ambitious project of the last few decades. 
Each zone is labelled separately in the dictionary entries, e.g. meaning, collocability, 
government model, synonyms, etc.  

The printed lexicographical sources are often neglected because of the complications 
with their digitalization or obsolescence of their data, and some of them are not so well-
known to a mass audience. As further development of the tools that represent 
collocability we can see crowdsourcing and user feedback as a way of improvement. 

Keywords: collocations; dictionaries; entry structure; Russian 
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In the pre-digital world there were two lexicographic forms of publication, dictionaries 
and linguistic atlases, which looked at vocabulary from two mutually exclusive 
perspectives: the onomasiological and the semasiological. The research project 
VerbaAlpina (https://www.verba-alpina.gwi.uni-muenchen.de/), funded by the 
German Research Foundation (DFG) as a long-term project since 2014, investigates 
the linguistic and cultural area of the Alpine region on a transnational basis and aims 
to combine these two opposing perspectives with the possibilities of digitization in an 
innovative lexicographic online platform. Thus, VerbaAlpina makes lexicographic data 
digitally accessible and with its responsive surface the project’s web page can also be 
accessed on mobile devices such as smartphones. The database is primarily based on 
the traditional linguistic atlases and dictionaries of the past hundred years available in 
the Alpine region. This historical linguistic material is supplemented with current 
linguistic data by means of crowdsourcing via a crowdsourcing tool designed by 
VerbaAlpina.  

One of the major challenges regarding the integration of linguistic data from different 
language resources consists in the lack of uniformity of the data from the individual 
data sources (linguistic atlases, dictionaries, crowdsourcing) which are not structured 
in the same way. VerbaAlpina must first unify the different transcription systems of 
the atlases and dictionaries. For this purpose, the already existing data in both digital 
and analogue forms undergo a process of systematic data processing to fit the unified 
structure of the relational database (MySQL) in which all project data is stored. This 
process can be subdivided into three major steps: the transcription of the linguistic 
data, their tokenization and the allocation of the single tokens to different lexicographic 
units (VerbaAlpina distinguishes between so-called base types, morpho-lexical and 
phonetic types) and concepts. The project’s web interface offers the possibility to 
visualize these data on an interactive map. The linguistic data can be displayed in both 
directions, onomasiologically and semasiologically, by using appropriate filters. In 
addition to this qualitative representation of the linguistic material, the portal also 
offers the possibility of a quantifying representation of the data in the sense of an 
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aggregation within certain geographical regions.  

In order to link this unified data with other (language) resources beyond the project 
boundaries, the data must be unambiguously marked to enable targeted referencing to 
individual data. This is achieved by assigning identifiers such as DOIs (Digital Object 
Identifiers), the Q- and L-IDs used by Wikidata, and GNDs (Gemeinsame Normdatei 
‘Integrated Authority File’). While QIDs provide a reference to concepts and LIDs and 
GNDs one to morpho-lexical types, DOIs can be used to identify universal content. 

This talk is intended to take a closer look at the processes of data processing, the 
associated challenges and the approaches VerbaAlpina is taking to unify lexical data 
from different sources, to make them linkable in an interdisciplinary way and to 
visualize them. 

Keywords: digitization; crowdsourcing; linked lexical data 
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This study, inserted in the interface between Frame Semantics (Fillmore, 1982, 1985) 
and Electronic Lexicography, aims at investigating the contribution of the notion of 
frames to the development of online dictionaries, based on (i) a metalexicographic 
analysis of Dicionário Olímpico (Chishman, 2016) and a set of conventional online 
dictionaries and (ii) a comparative analysis between Dicionário Olímpico and the other 
dictionaries, based on the theoretical framework of Electronic Lexicography, traditional 
Lexicography and Cognitive Semantics. Therefore, we turn our attention to the 
bibliography of Frames Semantics, in order to highlight the precepts underlying the 
notion of frames and the theoretical potential of this concept for the description of 
lexical meaning, and then the applied theory bias in relation to Lexicography (Fillmore, 
2003; Fillmore & Atkins, 1992).  

However, we propose an extension of the original interface, as we turn to the literature 
of Electronic Lexicography. In this sense, we offer a panorama related to the area 
dedicated to the development of digital dictionaries, in order to deal with challenges, 
expectations and demands that are outlined from the historical trajectory of the field 
and its current configuration. The methodology can be divided into four parts that 
correspond to: (i) the selection of the set of conventional online dictionaries to be 
analysed; (ii) the developments related to the metalexicographic analysis; (iii) the 
elaboration of metalexicographic analysis forms, concerning the composition and nature 
of online dictionaries and the research on the history of Electronic Lexicography; and 
(iv) the description of the analysis strategies, including the procedures for completing 
the forms, the preparation of observation sheets and the assembly of dictionary rankings. 

The analysis and discussion of the data were based on the information obtained through 
the analysis of the materials and was intended to serve the discussion about the way 
in which the dictionaries show the online digital identity and about the role of the 
notion of frames in the construction of the online digital identity from Dicionário 
Olímpico. The results showed that: the lack of clarity about ways to assume the online 
digital identity efficiently is the main obstacle to the development of online dictionaries; 
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the online digital identity presents itself at different levels in the tools analysed, and is 
related to the fact that the dictionaries have or do not have a printed counterpart; and 
the notion of frames played the role of providing the guidelines for an efficient 
presentation of the digital elements in the Dicionário Olímpico. Lastly, we find that the 
notion of frames contributes to the development of online dictionaries insofar as the 
notions of “encyclopaedic knowledge”, “empiricism” and “continuities between language 
and experience”, which underlie the notion of frames, are responsible for the fact that, 
in a dictionary based on frames, the digital elements take on more central functions in 
the construction of meaning. 

Keywords: Frame semantics; electronic lexicography; digital identity; digital elements 
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This presentation will explore several methods and techniques to automatically track 
and characterize the life-cycle of lexical units (LU) in diachronic corpora. We can 
identify from several linguistic studies (Meillet, 1904; Coseriu, 1981; Lipka et al., 2004; 
Blythe & Croft, 2012; Traugott and Trousdale, 2013; Nevalainen, 2015) that lexical 
units can be in five main time phases: emergence, when they first appear in discourse; 
diffusion, when they begin to be used by more and more people throughout the 
community; adoption, when they are integrated in the lexical stock of most members 
of the community; degenerescence, when their use begins to drop; death, when they are 
not used anymore, or considered as “archaisms”.  

The most obvious criterium to assess the state of a LU in the lexical memory of users 
is its frequency of usage at a given moment in time and its evolution through time. 
This factual frequency in corpora is one of the main determinants of the entrenchment 
of concepts (Langacker, 1989; Schmid, 2017). Several metrics have been devised to tune 
the raw frequency and associated concepts (Hilpert & Gries, 2016), and time series 
analysis gives us several tools to partition through time the main phases of the life of 
an LU (Rogers, 2010; Blythe & Croft, 2012; Gries & Hilpert, 2008). We will present, 
with the help of Google Ngrams corpus (Michel et al, 2010) and the Timestamped JSI 
web corpus 2014-2018 (Trampus & Novak, 2012), several experiments to evaluate the 
accuracy of these approaches. 

We will show that the sole frequency notably does not permit us to track new meanings 
emerging from an existing formal unit nor semantic field reorganizations, and that, 
aside from emergence and disappearance, it is not accurate to assess the paths to 
diffusion and adoption. 

In the second part, we will propose complementary techniques to deal with these cases, 
taking into account not only the frequency of the formal LU, but its combinatorial 
profile (Gries, 2012) and its distributional profile (Baroni & Lenci, 2010; Cartier 2016; 
Mikolov et al., 2013). We will present some first experiments for each of these 
approaches. 
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In the third part, we will present the necessity to take into account the socio-pragmatic 
parameters (Schmid, 2015) implied in any communication situation where LU are 
encountered, as these permit us to better assess their diffusion and/or adoption. This 
approach has been developed in relation to Social Networks Analysis (Fagyal et al, 
2010) and the sociolinguistic community of practice approach (Milroy & Milroy, 1985; 
Eckert, 2012). We will show that its computational counterpart (Clem, 2016) should 
be part of a scientific program to follow the diffusion of LU through social networks.  

We will end this presentation with some hints on a program to develop research and 
applications in the area of the diachronic evolution of lexical units. 

Keywords: lexical innovation; lexical evolution; life-cycle tracking of lexical units; 
quantitative linguistics; S-Curve; social networks analysis; combinatorial 
profile; distributional profile 
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This demo will be organized as a ‘clinic’ for users of the open-source dictionary writing 
system Lexonomy (www.lexonomy.eu, Měchura, 2017). Both new and experienced users 
will be welcome to come by and ask specific questions or ask to have specific features 
explained to them. In addition, we have prepared a set of short mini-presentations on 
specific topics which we will be ready to present to the audience depending on their 
interests. These presentations will cover both new and existing Lexonomy features, 
including: 

 New, recently introduced features: 

o Embedding images, sound files and videos in entries. 

o Creating entry-to-entry cross-references. 

o Indexing entries by things other than headwords. 

 Existing but less well-known features which may need some explanation: 

o Sharing XML fragments among multiple entries (Měchura, 2018). 

o Headwords and alphabetical sorting. 

o Configuring search. 

o Entry flagging. 

o Working with Lexonomy’s XML editor. 

o Keyboard navigation. 

 Sketch Engine integration features (Jakubíček et al., 2018, 2017): 

o Generating a dictionary draft in Sketch Engine and post-editing it in 
Lexonomy. 

o Pulling individual example sentences, translations, thesaurus items and 
other data from Sketch Engine. 
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 Advanced customization features (with some hand-coding required): 

 Uploading your own DTD. 

 Uploading your own XSL and CSS stylesheets. 

 Hand-coding your own editing widgets to override Lexonomy’s default XML 
editor. 

After the conference these mini-presentations be made available to the public as help 
files on the Lexonomy website. 

Keywords: dictionary-writing systems; dictionary editing; Lexonomy 

References 

Jakubíček, M., Kovář, V., Měchura, M. & Rychlý, P. (2017). “One-Click Dictionary.” 
presented at the Electronic lexicography in the 21st century (eLex 2017) 
conference. 

Jakubíček, M., Měchura, M., Kovář, V. & Rychlý, P. (2018). “Practical Post- Editing 
Lexicography with Lexonomy and Sketch Engine.” presented at the XVIII 
EURALEX International Congress: Lexicography in Global Contexts. 

Měchura, M. (2017). Introducing Lexonomy: An Open-Source Dictionary Writing and 
Publishing System. In I. Kosem et al. (eds.) Electronic lexicography in the 21st 
century: Proceedings of eLex 2017 conference, pp. 662–679. 
http://www.lexonomy.eu/docs/elex2017.pdf.  

Měchura, M. (2018). Shareable Subentries in Lexonomy as a Solution to the Problem 
of Multiword Item Placement” In J. Čibej, V. Gorjanc, I. Kosem & S. Krek. 
Proceedings of the XVIII EURALEX International Congress: Lexicography in 
Global Contexts. Ljubljana, Slovenia. 

  



eLex 2019: Book of Abstracts 

84 
 

Corpus Filtering Via Crowdsourcing 

for Developing a Learner’s Dictionary 

Peter Dekker1, Tanara Zingano Kuhn2, Branislava Šandrih3, 

Rina Zviel-Girshin4, Špela Arhar Holdt5, 

Tanneke Schoonheim1 

1 Dutch Language Institute, Netherlands 
2 Universidade de Coimbra, CELGA-ILTEC, Portugal 
3 University of Belgrade, Faculty of Philology, Serbia 

4 Ruppin Academic Center, Israel 
5 University of Ljubljana, Slovenia 

 

Web corpora are valuable sources for the development of language learning material. 
They can be consulted directly by language learners, to find out how a word is used in 
practice, via systems such as SkeLL (Sketch Engine for Language Learning; 
https://skell.sketchengine.co.uk/). Web corpora can also serve as a basis for creating a 
learner’s dictionary, where the concordances reflect contemporary language as it is used 
on the web. However, when using web corpora for pedagogical and lexicographical 
purposes, the quality of the data has to be taken into account. The data may contain 
inappropriate or even offensive language, thus requiring data checking and potential 
filtering. 

In previous projects, filtering of such sensitive words, so-called PARSNIPs (Politics - 
Alcohol - Racism - Sex - Narcotics - Isms - Pork) (Kilgarriff et al., 2014), was done 
automatically by using predefined seedwords. However, this approach removes a great 
deal of data in a somewhat non-controlled way, while on the other hand many 
inappropriate sentences remain unidentified. We propose a crowdsourcing approach to 
filter corpora for Portuguese, Dutch, Serbian and Slovene, to make them suitable as a 
basis for a learner’s dictionary. Here, we use samples of web corpora from the Sketch 
Engine corpus management system (Kilgarriff et al., 2004) as a basis, but our approach 
could be applied to any web corpus.  

We present sentences to a crowd, consisting of native speakers of those languages, 
through the PYBOSSA (https://pybossa.com) platform. The sentences are selected 
from a sample corpus and consist of potentially good and “bad” (inappropriate) 
sentences. The inappropriate sentences are included as ground truth for analysis. A 
feature from the Sketch Engine that we use in our approach is the Good Dictionary 
Examples (GDEX) function (Kilgarriff et al., 2008), which ranks the concordances in 
the corpus according to pre-defined criteria, with the best examples at the top of the 
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list. Potentially good sentences are extracted from the corpus, with Sketch Engine 
GDEX filtering on, and then filtered using a blacklist of offensive and controversial 
words. The bad sentences are obtained from the corpus, without GDEX filtering, and 
then filtered using a short blacklist of offensive words, where the remainder is kept. In 
both cases, words in the corpus are matched to a blacklist.  

After performing the crowdsourcing experiment, the contributor judgments can be fed 
to a Machine Learning classification model, later applied for the automatic filtering of 
the remaining corpus. As can be seen, this approach puts forward challenges of a 
different nature. On the one hand, the efficiency of crowdsourcing for large-scale data 
processing needs to be evaluated. On the other hand, the crowdsourcing project has to 
be properly designed, so that not only valuable and reliable results can be collected, 
but the crowd also feels motivated to participate. Nevertheless, it should be highlighted 
that one of the key values of this approach lies in the possibility to obtain empirical 
data on the actual opinions of the community pertaining to (non)offensiveness – at 
least in the context of language learning. 

Keywords: crowdsourcing; corpus cleaning; learner's dictionary 
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While technology is advancing rapidly in the field (e.g. corpus and computational 
linguistics, Natural Language Processing), these advances have yet to culminate in any 
significant changes to digital adaptations of the dictionary. In fact, the layout of the 
dictionary has remained relatively unchanged for centuries. In order to take 
lexicography beyond documentation to implementation, we must overcome one of the 
lingering limitations of the previous era, as the book format that has been retained 
throughout its digital iterations presents problems in how new resources can be 
integrated effectively. 

With a focus on users as learners and the medium of smartphones/tablets, this research 
proposes a new format better suited to incorporating pertinent information for various 
language tasks. Information pulled from resources such as customizable corpora, lexical 
datasets adaptable for difference proficiencies, WordNets, and others can be 
simultaneously displayed using a new Graphical User Interface: an automatically 
generating, map/diagram format. 

Preliminary tests have focused on the ability of users, without prior instruction, to 
correctly identify key components of the design concept, such as the implied meaning 
of size, colour, and spatial organization across different contexts. Tailored to 
multilingual individuals across a range of language levels, this new GUI offers an 
intuitive way to visualize, navigate, and process data by utilizing design characteristics 
and touchscreen gestures already familiar to those with smartphones/tablets. 

Keywords: integrated resources; data visualization; graphical user interface; 
customization; smartphone; tablet; dictionaries; Lexical data sets 
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The treatment of multiword expressions (MWEs) in dictionaries has not received much 
attention in metalexicography (Oppentocht & Schutz, 2003: 219; Lew, 2012).The paper 
aims to analyse access routes to body part MWEs containing such nominals as hand, 
head, shoulder, eye and ear in the “Big Five” monolingual English learners’ dictionaries 
online (MELDs). MWEs with body parts names have been chosen because they 
constitute a fairly large homogenous group, related by means of metonymic motivation 
(Goossens, 1990: 349-377). The examined MWEs have been selected from the entries 
for the above-mentioned body parts, and only the ones shared by all the five MELDs 
have been included. Among the investigated items are: give somebody a hand, lose your 
head, a shoulder to cry on, see eye to eye and reach somebody’s ears. The study focuses 
on the analysis of access routes from the page of the headword to the target MWEs 
containing the headword. It is assumed that taking into account an extensive use of 
hyperlinks in online lexicography, dictionaries will exploit this lexicographic device as 
a way of cross-referencing, and hence facilitate access to related lexical items. 

The research investigates the number and type of body part MWEs crossed-referenced 
in the entry proper and in separate boxes including related lexical data. It is also 
checked if the hyperlinks direct the user to a separate dictionary entry with the searched 
expression as the headword or if the cross-referenced page scrolls to the target sense 
which does not constitute a separate entry. Differences in the distribution of cross-
references between the dictionaries under scrutiny are envisaged due to lack of 
consensus concerning MWEs terminology (Moon, 1998). While proposing her own 
typology of fixed expressions and idioms, Moon (1998: 19-20) observes that there is no 
generally agreed set of categories in the literature subsumed under MWEs, and clear 
classifications are impossible. Collocations, idioms,  phrases, similes, metaphors and 
sayings overlap, and it is often hard to assign an MWE to a single category. Therefore, 
to give a broader picture, all of the above categories of MWEs are analysed in the study. 

The results of the analysis demonstrate similarities and differences in the access 
structure between the five MELDs. All the dictionaries define some body part MWEs 
within the entry, and hyperlink the other ones. What differs is the extent of this cross-
referencing and its position on the page: within the entry, at the bottom of the entry 
or in separate boxes. Each dictionary features “related words” boxes with the searched 
item MWEs, but again the content of these boxes differs between the dictionaries. The 
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variety of access routes is evaluated in the study with a view to offering a more 
homogeneous presentation of hyperlinked related MWEs.  

Keywords: multi-word expressions; body part fixed expressions and idioms; cross-
references; online dictionaries; access structure; hyperlinks; related lexical 
data; metonymy 
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Launched in 2011, Duden online has become the most important German online 
dictionary with over 235,000 entries, and 27 million user contacts per month. 

Initially, the content of the online dictionary came from our printed dictionaries with 
few automatic adaptations. Since then, our editors and our computational linguists 
have been working on adapting the data and structure to the differing needs of online 
dictionaries (cf. Müller-Spitzer, 2014). 

This paper deals with one central aspect of the development of the dictionary: The 
implementation of links in definitions. How can we automatically select words or 
phrases that are significant for the understanding of a lemma definition and that should 
lead to other entries via hyperlinks? 

For those definitions consisting of one word only, links to the full entries can be 
implemented easily, e.g.: 

Aar, der: Adler 

Solution: link to Adler [= eagle] 

But other examples show that not every word can be linked and there must be a 
smarter process of selection, e. g.: 

absichtslos: ...; nicht absichtlich; unabsichtlich [ = not intended; unintended].  

Linking to nicht [=not] is certainly not helpful, but do we want to link to absichtlich, 
which is the antonym of the absichtslos? This is still under discussion, any feedback 
regarding this would be welcome. 

The aim of our project is to identify different morphological and semantic patterns in 
the multi-word definitions by using the DME (Duden morphology engine) or other free 
programs to be able to insert links to other dictionary entries automatically. 

Currently we expect to find the following patterns:  
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GROUP 1: Synonymy 

a) Definitions containing only one word (see above) or multiple words of the same 
word class, separated by commas (followed by a period or semicolon) 

Aktionsradius, der: 1. Wirkungsbereich, Reichweite. [= range, reach] 
2. Entfernung, die ein Schiff … [distance, that a ship …] 

angriffig: a) kämpferisch, streitbar; draufgängerisch; [= militant] b) 
aggressiv [= aggressive] 

b) Single words at the end of a definition, separated by a semicolon: 

aasig: 1. … 2. von Niedertracht, Infamie erfüllt; gemein [= imbued with 
malice, infamy; mean] 

GROUP 2: Morphological resemblance 

a) A verb, defined by a definite article plus the nominalized verb (that means the 
same word stem beginning with a capital letter and ending on a derivational 
morpheme like -ung). 

abändern: die Abänderung [=to alter: the alteration] 

b) A nominalization ending on the derivational morpheme -heit [=-ness] defined 
by a nominalization with the derivational morpheme -sein [= being]. Solution: 
link to the root word (adjective) of the -sein-expression 

Beschaffenheit, die: das Beschaffensein [=the nature, quality of 
something] 

A general problem is that automatically inserted links can only point to lemmata, not 
to specific readings of the lemmata. 

Keywords: word definition; linking; PoS-tagging 
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The present study examines the role of word classes in contemporary lexicography using 
examples from Estonian. Since Estonian is a morphologically rich language, the results 
may be extendable to other languages with abundant morphology. Two research 
questions are examined: i) What are the problems and practices of lexicographers when 
determining word classes? and ii) What are the needs and expectations of 
lexicographers for a possible digital tool that would facilitate word class identification? 
The results of a metalexicographic survey carried out among 23 Estonian lexicographers 
show the relevance of word classes as a categorial frame in their lexicographic work. 
There is a need to improve or reconsider the (theoretical and technical) factors 
influencing the process of PoS tagging. A reliable software application (provisionally a 
PoS evaluator) easing the decision making process would be welcome. According to the 
ideas suggested by the respondents, the solution would be an improved morphological 
and syntactic parsing system with respect to the present solutions, and a corpus-driven 
application presenting statistics with regard to the morphosyntactic distribution of an 
ambiguous word with access to the data source. 

Keywords: lexicography; word classes; metalexicographic survey; Estonian 
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This paper describes some experiments made while encoding the first complete 
dictionary of the Academia das Ciências de Lisboa (DACL) in the context of TEI Lex-
0, a community-based interchange format for lexical data aimed at facilitating the 
interoperability and reusability of lexical resources. Even though the original encoding 
of the DACL was based on TEI, we decided to switch to TEI Lex-0 because it allowed 
us to streamline our encoding. Our experiments show that even though TEI Lex-0 is 
stricter than TEI itself (allowing fewer elements and imposing certain constraints that 
are not present in plain TEI), it is fully capable of representing the complexities of the 
entry structure of the DACL. In the paper, we discuss the TEI Lex-0 encoding of the 
DACL, as well as the conversion methodology and the tools used for the automatic 
conversion from the original encoding. We are currently focusing on the macrostructural 
level, more precisely on the types of lexical units and on the written and spoken forms 
of the lemma, providing a set of modelling principles and representation forms of every 
type of entry in the DACL. This paper is part of ongoing work and a contribution to 
the efforts of the DARIAH-ERIC Lexical Resources working group. 

Keywords: dictionary encoding; lexicography; TEI; XML; TEI Lex-0 
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The article provides an insight into the project “A New Botanical Dictionary: Terms 
in Latvian, Latin, English, Russian, and German” implemented in the second half of 
2017 and in 2018 within the Ventspils University of Applied Sciences (VUAS) internal 
call for proposals “Development of Scientific Activity at the VUAS”. The VUAS Faculty 
of Translation Studies in collaboration with the Faculty of Information Technologies in 
their scientific and research work along with other Latvian universities aim to occupy 
a niche in the branch of applied linguistics, therefore the research is related to this 
discipline and offers solutions in practical lexicography. 

The study describes a new botanical dictionary (NBD) – a mobile application prototype 
– with Latvian as a basic language. An insight into the macrostructure of the dictionary 
and the structure of entries is given. The research deals with questions concerning IT 
solutions in general (simple) and semantic search in particular. It also introduces a 
general search – a morphological approach developed by the authors of the research 
specifically for the Latvian language; this approach is used to search for Latvian 
botanical terms in both singular and plural forms. The extracted and linked data 
methodology developed by the authors is described in detail, as well as the NBD 
technical solutions and architecture, technologies used, database model, and additional 
features. 

Keywords: LSP lexicography; botanical dictionary; mobile application 
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The electronic version of the Latvian-English dictionary has been significantly 
supplemented over the last year with new linguistic material from corpora, databases 
and other sources. In contrast, the English-Latvian dictionary can be considered 
outdated as its electronic version was updated 10 years ago. This motivated us to create 
a semi-automatic process for reversion of the Latvian-English dictionary in order to 
supplement the English-Latvian dictionary with missing entries. Some of the major 
challenges for automatic reversion were as follows: grouping translations by part of 
speech, deciding to which entry the example should be attached, and ordering 
translations with similar meaning. By using automatic scripts it was possible to create 
reversed entries of quite good quality within a short time. Three groups of entries were 
prepared for manual post-editing: new entries with a single translation, new entries 
with a more complex structure, and existing entries with additional new content. The 
tasks for post-editing are: to check the suitability of the chosen headword, part of 
speech and translation order, to group the translations having the same meaning, and 
to move examples after appropriate translations. 

Keywords: electronic dictionaries; bilingual dictionary reversing; phraseology 
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Online dictionaries have become a key tool for some indigenous communities to promote 
and preserve their languages, often in collaboration with linguists. They can provide a 
pathway for crossing the digital divide and for establishing a first-ever presence on the 
internet. Many questions around digital lexicography have been explored, although 
primarily in relation to large and well-resourced languages. Lexical projects on small 
and under-resourced languages can provide an opportunity to examine these questions 
from a different perspective and to raise new questions (Mosel, 2011). In this paper, 
linguists, technical experts, and Zapotec language activists, who have worked together 
in Mexico and the United States to create a multimedia platform to showcase and 
preserve lexical, cultural, and environmental knowledge, share their experience and 
insight in creating trilingual online Talking Dictionaries in several Zapotec languages. 
These dictionaries sit opposite from big data mining and illustrate the value of 
dictionary projects based on small corpora, including having the flexibility to make 
design decisions to maximize community impact and elevate the status of marginalized 
languages. 

Keywords: lexicography; collaboration; endangered languages; Zapotec 
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This paper describes the different design and development stages of the MultiGenera 
and MultiComb prototypes for the multilingual automatic generation of dictionary 
examples that contain nominal argument patterns at the phrasal and sentence levels. 
The main objective of MultiGenera is the development of a simulator for the automatic 
generation of phrases in Spanish, German and French, which is based on the argument 
patterns of ten valency nouns. The second one, MultiComb, aims to automatically 
generate the phrasal and sentence contexts of the previously selected nouns in 
MultiGenera. In the present study we focus on the description of resource 
interoperability and a set of tools developed to support the methodology of both 
projects. 

Keywords: Valency Dictionary; Argument Patterns; Natural Language Generation; 
WordNet; Semantics and Ontologies 
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The Croatian Web Dictionary – Mrežnik will be a free, monolingual, hypertext online 
dictionary consisting of three modules (general module for adult native speakers and 
older schoolchildren, the module for schoolchildren aged 6 to 10, and the module for 
non-native speakers of Croatian). Mrežnik is a corpus-based dictionary, not a corpus-
driven dictionary, i.e. the corpus and all data extracted from it serve only as guidelines. 
The project started on the 1st of March 2017 and the duration of the project is four 
years. Mrežnik is based on these two Croatian corpora: Croatian Web Repository 
(http://riznica.ihjj.hr/index.hr.html) and hrWaC – the Croatian Web Corpus 
(http://nlp.ffzg.hr/resources/corpora/hrwac/). The paper will focus on the possibilities of 
linking the Croatian Web Dictionary – Mrežnik with other language resources of the 
Institute of Croatian Language and Linguistics and examples of entries connected to 
these resources will be shown. 

Keywords: Mrežnik; e-lexicography; dictionary links; hyperlinks; Croatian  
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The paper will discuss the central issues concerning lexicographic descriptions of 
synsemantic words, with special regard to those with multiple syntactic and pragmatic 
functions. This topic will be exemplified through a description of a representative 
example, the Croatian lexeme dakle (Eng. well, now; consequently; accordingly, so, then, 
therefore, thus). We will focus on the shortcomings of lexicographic descriptions of such 
words in four contemporary monolingual dictionaries of the Croatian (standard) 
language. We pay particular attention to the inconsistent part of speech classification 
in these dictionaries, as well as to the type and content of their definitions, which 
generally do not take into account multiple syntactic and pragmatic functions of the 
word. This paper will analyse the functions and the use of lexeme dakle, an analysis 
based on language material extracted from the Croatian web corpus hrWaC, and 
processed by two independent annotators. We have attained fair agreement between 
annotators for the first task of determining the (supra)syntactic function (Cohen’s κ is 
0.4332), and poor agreement for the second task of determining the semantic-pragmatic 
function (Cohen’s κ is 0.2908). Ultimately, the data collected, when compared to 
dictionary content, can serve as a starting point for a general discussion of an adequate 
methodology for lexicographic description of polyfunctional synsemantic words. 

Keywords: monolingual lexicography; language corpora; pragmatics; synsemantic 
words; polyfunctionality; Croatian language; lexeme dakle 
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When modelling linguistic resources as Linked Data, the identification of languages 
using language tags and language codes is a mandatory task. IETF’s BCP 47 defines 
the standard for tags, and ISO 639 provides the codes. However, these codes are 
insufficient for the identification of diatopic variation within a language and, also, for 
different historical language stages. This weakness hampers the accurate identification 
of data, which in turn leads to ambiguity when extending, aggregating and re-using 
this data—a key notion of Linked Open Data and the Semantic Web. We show the 
limitations of language identification with a case study of French linguistic data from 
both a diachronic and a diatopic perspective. Our exemplary data derives from 
dictionaries of Old French, Middle French, and of Modern French dialects, and from a 
Modern French linguistic atlas. For each exemplar, we propose a solution using the 
privateuse sub-tag of BCP 47’s language tag, staying within the boundaries of existing 
standards. Using a predefined pattern for the privateuse sub-tag, the solutions enable 
a dialect, a patois, in combination with a time period, to be defined and identified. 
This can lead to shared agreement of language tags that will increase interoperability 
within the context of Linked Data. 

Keywords: language codes; language tags; language annotation; Linked Open Data; 
French dialects 
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This paper presents an example of how a digital historical dictionary can be 
reengineered for new uses and new audiences, without changing the underlying data 
and editing processes. We start from the premise that a large proportion of users of 
historical dictionaries will be using them to read specific old texts as part of their 
studies or research in fields that use the texts as source material (literature, history, 
religion, etc.). Ordbog over det norrøne prosasprog / A Dictionary of Old Norse Prose 
(ONP) has a vast archive of digitized texts, together with detailed referencing sufficient, 
in theory, to generate a glossary for each page and line of the texts. For the feature 
demonstrated here we reverse the normal dynamic dictionary-generation process. 
Instead of generating dictionary entries, the application searches for citations on an 
edition page and generates a running glossary to the edition, displaying it alongside the 
edition text. In this paper we present the new public interface to the dictionary 
(currently at onp.ku.dk) and the contextual glossaries that are generated from the 
dictionary’s data. These have been developed using adaptive web technologies for use 
on a range of devices, including tablets and phones. 

Keywords: Old Norse; lexicography; reading aids 
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EcoLexiCAT is a freely available online application, which integrates all features of the 
professional translation workflow in a stand-alone interface where a source text is 
interactively enriched with terminological information (i.e. definitions, translations, 
images, compound terms, corpus access, etc.) from different external resources. 
EcoLexiCAT is powered by MateCat and the external sources include EcoLexicon, 
BabelNet, the EcoLexicon English Corpus (powered by Sketch Engine) and IATE, as 
well as other common resources (e.g. Wordreference, Wikipedia, Linguee, etc.). Machine 
translation (MT) can also be optionally added. In order to evaluate the functionalities 
and performance of the tool, two experiments were carried out. In the first, one subject 
group used EcoLexiCAT and the other used MateCat, acting as the control group. In 
the second, both subject groups used EcoLexiCAT and only one used MT. Both 
experiments shed interesting light on user behaviour, performance and satisfaction 
while using EcoLexiCAT. 

Keywords: EcoLexiCAT; CAT tools; terminology management; MT post-editing 
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This article focuses on the empirical experience and conclusions, resulting from the 
creation of language research and acquisition tools for Livonian – one of the smallest 
languages in Europe. 

A cluster was created for Livonian containing three interconnected databases, each with 
distinct types of data – lexical, morphological, and a corpus. The lexical database 
contains the lemmas and their data, the morphological database stores morphological 
forms, while all textual material, including the dictionary examples, is in the corpus. 
When indexing the corpus, every word refers to a lemma in the lexical database and 
its morphological information (new lemmas are added prior to indexation), ensuring 
consistency of the language data, and from each database the full data set of the other 
databases can be accessed. 

The function of each cluster is to extract the maximum amount of information from 
limited data sources. While technologies designed for languages with a large number of 
speakers focus on using quantitative methods and automation to extract qualitative 
information from a large and constantly expanding amount of linguistic data, the main 
function of technologies designed for small languages is to extract the same type of 
information from a limited and largely static data set. 

This article also examines a string of problems faced when working with a small amount 
of resources (inadequate language data, insufficient personnel, lack of rules for 
automating processes, etc.) and methods for resolving these problems in the case of 
Livonian. 

Keywords: Livonian; low-resource languages; lexicography; corpora; data collection 
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Recent years have experienced a growing trend in the publication of language resources 
as Linguistic Linked Data (LLD) to enhance their discovery, reuse and the 
interoperability of tools that consume language data. To this aim, the OntoLex-lemon 
model has emerged as a de facto standard to represent lexical data on the Web. However, 
traditional dictionaries contain a considerable amount of morphological information 
which is not straightforwardly representable as LLD within the current model. In order 
to fill this gap a new Morphology Module of OntoLex-lemon is currently being 
developed. This paper presents the results of this model as on-going work as well as 
the underlying challenges that emerged during the module development. Based on the 
MMoOn Core ontology, it aims to account for a wide range of morphological 
information, ranging from endings to derive whole paradigms to the decomposition and 
generation of lexical entries which is in compliance to other OntoLex-lemon modules 
and facilitates the encoding of complex morphological data in ontology lexicons. 

Keywords: morphology; RDF; OntoLex-lemon; MMoOn; inflection; derivation 

  



eLex 2019: Book of Abstracts 

105 
 

The ELEXIS Interface 

for Interoperable Lexical Resources 

John P. McCrae1, Carole Tiberius2, Anas Fahad Khan3, 

Ilan Kernerman4, Thierry Declerck5,7, Simon Krek6, 

Monica Monachini3 and Sina Ahmadi1 
1 Data Science Institute, National University of Ireland Galway 

2 Instituut voor de Nederlandse Taal 
3 CNR- Istituto di Linguistica Computazionale «A. Zampolli» 

4 K Dictionaries 
5 Austrian Centre for Digital Humanities, Austrian Academy of Sciences 
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ELEXIS is a project that aims to create a European network of lexical resources, and 
one of the key challenges for this is the development of an interoperable interface for 
different lexical resources so that further tools may improve the data. This paper 
describes this interface and in particular describes the five methods of entrance into 
the infrastructure, through retrodigitization, by conversion to TEI-Lex0, by the TEI-
Lex0 format, by the OntoLex format or through the REST interface described in this 
paper. The interface has the role of allowing dictionaries to be ingested into the ELEXIS 
system, so that they can be linked to each other, used by NLP tools and made available 
through tools to Sketch Engine and Lexonomy. Most importantly, these dictionaries 
will all be linked to each other through the Dictionary Matrix, a collection of linked 
dictionaries that will be created by the project. There are five principal ways that a 
dictionary maybe entered into the Matrix Dictionary: either through retrodigitization; 
by conversion to TEI Lex-0 by means of the forthcoming ELEXIS conversion tool; by 
directly providing TEI Lex-0 data; by providing data in a compatible format (including 
OntoLex); or by implementing the REST interface described in this paper. 

Keywords: lexicography; linked data; infrastructure; ELEXIS; REST; RDF; TEI; 
JSON 
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Contemporary research has focused on how concepts are represented and organized in 
the mind, leading to neurocognitive theories such as grounded cognition or embodied 
cognition. These theories have greatly influenced further studies in linguistics and 
terminology. In this way, conceptualization, categorization, and knowledge organization 
are the foundation of cognitive-oriented terminology theories which highlight the 
relevance of situated knowledge structures, such as Frame-based Terminology. 
Accordingly, the practical application of Frame-based Terminology is EcoLexicon, a 
dynamic terminological knowledge base on environmental science. Concepts in this 
terminological resource are domain-specific within the Environmental Event, a model 
that interrelates concepts by assigning them different roles. However, the 
Environmental Event does not include specific category types to annotate these 
concepts ontologically. Therefore, this paper presents a process of ontological knowledge 
enhancement in EcoLexicon. This process was mainly based on the categorization of 
its concepts in semantic classes with a multidimensional approach. As a result, 
EcoLexicon was ontologically enhanced not only in terms of this categorization, but 
also through a redesign of the conceptual categories module, which involved modifying 
the existing category hierarchy and implementing new features focused on describing 
the combinatorial potential of concepts and categories (i.e. the conceptual combinations 
function and the ontological view). 

Keywords: conceptual categories; conceptualization; categorization; ontology; 
environmental knowledge 
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In this paper we present Sõnaveeb, a new type of language portal of the Institute of 
the Estonian Language containing data from a growing number of dictionaries and 
termbases. Sõnaveeb currently displays a total of 200,000 Estonian headwords, obtained 
from many databases, with many new types of lexicographic information: collocations, 
etymology, multi-word expressions, etc. 

The paper reports on problems encountered so far: the consistency of information and 
avoiding duplicates when unifying the dictionaries, turning dictionary-specific 
information into customizations of the central service, deciding on deliberate 
ambiguities, parsing data fields containing more than one data element, including 
textual condensation, moving from annotating form (e.g. italics) to annotating content 
(e.g. a citation), moving from (near) duplicates to sensible information fragments, 
deciding between an app and a responsive web page, and possible legal problems 
regarding the authorship of the new central resource, as it may become difficult to show 
who authored which part of the published resource. 

The development of Sõnaveeb continues in the direction of both the tighter aggregation 
of existing datasets and the addition of new data from other dictionaries and termbases, 
as well as compiling new data in the new DWS Ekilex. 

Keywords: lexicographic database; data aggregation; unified dictionary; Dictionary 
Writing System; user needs; Estonian 
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In this paper we present lexicographic work on a Tagalog-English-Korean dictionary. 
The dictionary is created entirely from scratch and all of its content (besides audio 
pronunciation) is initially generated fully automatically from a large web corpus that 
we built for these purposes, and then post-edited by human editors. The full size of the 
dictionary is 45,000 entries, out of which 15,000 most frequent entries are manually 
post-edited, while the remaining 30,000 entries are left only as automated. The project 
is currently ongoing and will be finished in December 2019. The dictionary will be part 
of the online platform run by the Naver Corporation1 and freely available.  

Keywords: Sketch Engine; Lexonomy; post-editing lexicography; dictionary; corpus; 
Tagalog; Filipino; English; Korean 
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We plan to create an electronic dictionary for the mathematical field of graph theory. 
The dictionary should help students to improve their usage of the mathematical 
terminology. Besides the alphabetical access, the dictionary will also provide thematic, 
onomasiological access; it will contain lemmas in German and English, related terms 
and equivalence statements. Presently, such a dictionary does not exist. The dictionary 
basis is formed by two corpora composed of textbooks, scientific papers and lecture 
notes, containing all the texts the students use in their graph theory course in German 
and English. In the current pre-lexicographic stage, our focus is on relations between 
terms and on patterns used in the corpus to express them. We collect the definition 
patterns in the corpus and plan to use them for term extraction. Thereby, we can 
extract the semantic relations at the same time. In this paper we explore in particular 
the synonymy relations from an orthographical, morphological and syntactic 
perspective and draw conclusions for data acquisition. It might be possible to apply 
our extraction methods later for creating dictionaries in other mathematical domains. 

Keywords: terminology, mathematical; patterns; relations; term variation 
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Traditional lexicography requires titanic efforts and enormous resources. For many 
languages, such resources have never been available. As a result, they have received 
only limited lexicographic coverage. Today, these languages can take advantage of many 
of the same digital tools and strategies that have simplified and expedited dictionary-
making for mainstream languages. However, the resource gap remains evident even in 
the digital era, with basic corpus processing tasks that lie at the foundation of 
contemporary ‘smart lexicography’ still constituting a challenge for many under-
resourced languages.  

Drawing on my own experience in Sanskrit and Tibetan lexicography, this paper aims 
to offer some guidance as to the advantages and limitations of the application of smart 
lexicography to under-resourced languages. In particular, this paper suggests that in 
order to optimize resources, it may be advisable to prioritize high-quality lexical 
annotation of the corpus over highly curated dictionary entries, and to let digital tools 
take care of the lexicographic representation of the annotated linguistic information. 

Keywords: automated lexicography; GDEX; Buddhist Hybrid Sanskrit; Tibetan 
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We describe a MediaWiki-based online dictionary for endangered Uralic languages. The 
system makes it possible to synchronize edits done in XML-based dictionaries and edits 
done in the MediaWiki system. This makes it possible to integrate the system with the 
existing open-source Giellatekno infrastructure that provides and utilizes XML 
formatted dictionaries for use in a variety of NLP tasks. As our system provides an 
online dictionary, the XML-based dictionaries become available for a wider audience 
and the dictionary editing process can be crowdsourced for community engagement 
with a full integration to the existing XML dictionaries. We present how new 
automatically produced data is encoded and incorporated into our system in addition 
to our preliminary experiences with crowdsourcing. 

Keywords: online dictionary; endangered languages; Uralic languages 
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We discuss three visualisation techniques for corpus analysis, Concordance Mosaic, 
Metafacet and ComFre, and explore the design rationale based on a characterization of 
the corpus linguistic domain. The Concordance Mosaic visualization is designed for the 
investigation of collocation patterns. It encodes word positions in a concordance list in 
a manner that emphasizes quantitative analysis of frequency or collocation statistics. 
Metafacet provides an interface for investigating concordance lists through the lens of 
meta-data. When combined with the Mosaic it provides a powerful technique for 
investigating collocations in the context of meta-data. ComFre can be used to compare 
word frequencies between two corpora of different size, it has potential use as a 
technique for identifying terms which are representative of the corpora under 
investigation. The domain characterization shows how the visualizations were designed 
with corpus linguistic methodologies at the core. It consists of a task analysis based on 
the methodology outlined in Sinclairs’ Reading Concordances: An Introduction, and the 
analysis of methodology case studies from language scholars. 

Keywords: visualization; concordance; frequency; meta-data; collocation 
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The digital era has brought some challenges to lexicographers, but it has also brought 
new opportunities as part of the rise of information technology and, more recently, the 
emergence of digital humanities. This paper provides a description of LeXmart, the 
framework that supports the digital development of the Portuguese Academy of 
Sciences Dictionary. LeXmart is a smart tool framework to support lexicographers’ 
work that offers different types of tools, ranging from a structural editor to a set of 
validation tools. 

Given that the dictionary is stored in eXist-DB, LeXmart is developed on top of its 
ecosystem, using W3C standard languages, and offering default functionalities offered 
by eXist-DB, namely a RESTful API. 

Keywords: e-lexicography; dictionary; lexical databases; lexicographic framework; 
XML 
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The OntoLex-lemon model has gradually acquired the status of de-facto standard for 
the representation of lexical information according to the principles of Linked Data 
(LD). Exposing the content of lexicographic resources as LD brings both benefits for 
their easier sharing, discovery, reusability and enrichment at a Web scale, as well as for 
their internal linking and better reuse of their components. However, with lemon being 
originally devised for the lexicalization of ontologies, a 1:1 mapping between its 
elements and those of a lexicographic resource is not always attainable. In this paper 
we report our experience of validating the new lexicog module of OntoLex-lemon, which 
aims at paving the way to bridge those gaps. To that end, we have applied the module 
to represent lexicographic data coming from the Global multilingual series of K 
Dictionaries (KD) as a real use case scenario of this module. Attention is drawn to the 
structures and annotations that lead to modelling challenges, the ways the lexicog 
module tackles them, and where this modelling phase stands as regards the conversion 
process and design decisions for KD’s Global series. 

Keywords: Linguistic Linked Data; RDF; multilingual; OntoLex-lemon; K 
Dictionaries 
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We describe an emerging knowledge base for karstology developed in line with the 
frame-based approach with data for three languages, English, Slovene and Croatian. 
An annotation framework was developed to identify the definition elements, semantic 
categories, relations and relation definitors in definitions of karst concepts extracted 
from specialized corpora. A multi-layered annotation was performed for sets of 
validated English and Slovene definitions. We present the distribution of semantic 
categories and typical definition frames for the most prominent semantic categories: 
surface and underground landforms, hydrological forms and geomes, for English and 
Slovene. The definition frames specify the typical properties of concepts we expect to 
be described, and in our case they were initialized by domain experts and then verified 
through corpus data. The structured domain representation resulting from the 
annotated corpus allows us to compare knowledge structures between languages, 
generate ideal definitions and experiment with domain visualisations, graphs and maps 
of geolocations.   

Keywords: frame-based terminology; knowledge modelling; karstology; semantic 
annotation 
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Creation of electronic dictionaries and retrodigitalization are very popular trends in 
modern lexicography. The idea to use computer techniques in Russian neology appeared 
in 2013, but only recently has the Russian Academic Neography information retrieval 
resource been created. It represents both published dictionaries (annual, decadal and 
thirty-year dictionaries), which include about 116,000 words and collocations that had 
not been registered by normative explanatory dictionaries of the Russian language, and 
new materials that were not included in published volumes or that are being prepared 
for publication. Simple and advanced types of search give an opportunity to find words 
by various parameters (word, word component, year or time period, labels, etc.). It is 
also intended to include chronological and frequency parameters in the future. The aim 
of the Russian Academic Neography information retrieval resource is to represent the 
newest Russian vocabulary and to make it available for a wide spectrum of users. 

Keywords: new-word dictionary; neography; electronic dictionary; Russian Academic 
Neography; information retrieval resource 
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This paper presents the method used to create a multilingual online dictionary of 
collocations of English, Portuguese, and Spanish. This resource is built automatically 
and contains three types of collocations: verb–object (e.g., “[to] issue [an] invoice”), 
adjective–noun (“deep shame”), and nominal compounds (“cigarette packet”). We take 
advantage of dependency parsing and statistical association measures to compile 
collocations of each language, and then we align them with their equivalents in the 
other languages by means of compositional methods which use cross-lingual models of 
distributional semantics. Collocations are extracted from large and assorted corpora, 
and the cross-lingual models are mapped using unsupervised approaches. For each 
collocation in a given language, the system shows different equivalents in the other 
languages, ranked by a confidence value. Besides the multilingual perspective, the 
resulting dictionary can also serve as a monolingual resource to retrieve the collocates 
of a given base, thus being a useful application to both native speakers and language 
learners. The dictionary will be published as an online tool, and all the resources 
generated in this research will be freely available.  

Keywords: collocations; distributional semantics; dictionary; multilinguality 
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An increasing number of dictionaries are represented on the Web in the form of 
linguistic linked data, utilizing OntoLex-Lemon for this purpose. Lexicographic 
resources other than dictionaries, however, have thus far not been the main focus of 
efforts surrounding this model. In this paper, we discuss porting a topical thesaurus to 
the Web: A Thesaurus of Old English. By means of this case study, this paper discusses 
how this thesaurus – and topical thesauri in general – can be represented with OntoLex-
Lemon, SKOS and lemon-tree through a fully automated process. 

Along with discussing the terminology required for expressing A Thesaurus of Old 
English as linguistic linked data, this paper indicates challenges encountered in the 
conversion process. These challenges range from material that is not meant to be made 
available to the general public to distinctions and relations that have been left implicit 
in the legacy form but are of much value and, indeed, required to be expressed explicitly 
in its linked data form. The aim of this paper, thus, is to provide recommendations for 
representing topical thesauri on the Web and to grant insight into aspects that may be 
encountered in porting similar lexicographic resources in the future. 

Keywords: thesaurus; linguistic linked data; conversion; automation 
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The semantic network of a dictionary is a mathematical structure that represents 
relationships among words of a language. In this work, we study the evolution of the 
semantic network of the Spanish dictionary during the last century, beginning in 1925 
until 2014. We analysed the permanence and changes of its structural properties, such 
as size of components, average shortest path length, and degree distribution. We found 
that global structural properties of the Spanish dictionary network are remarkably 
stable. In fact, if we remove all the labels from the network, networks from different 
editions of the Spanish dictionary are practically indistinguishable. On the other hand, 
local properties change over the years offering insights about the evolution of lexicon. 
For instance, the neighbourhood of a single word or the shared neighbourhood between 
a pair of words. This paper presents preliminary evidence that dictionary networks are 
an interesting language tool and good proxies to study semantic clouds of words and 
their evolution in a given language. 

Keywords: semantic networks; dictionary networks; Spanish language 
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Several recent studies have observed that texts of different quality and written by 
learners at different proficiency levels also vary in the lexical combinations they contain. 
Such variation can be operationalized by quantitatively measuring the association 
between the components of these lexical combinations. In particular, pointwise mutual 
information (MI) has proved to be a good predictor of proficiency development, as 
several studies on English learners’ writing have shown. This paper examines whether 
association measures are also a good predictor for the proficiency level of texts written 
by learners of Spanish, with a view to using such information for grading lexical 
combinations in order to include them in a collocation dictionary of Spanish. The study 
also investigates whether the association measures that correlate with learners’ 
proficiency level can discriminate between phraseological collocations and non-
collocations. Our results show that, whereas the MI of learner texts’ lexical 
combinations is a better predictor of author proficiency than frequency, the latter 
performs better in identifying phraseological collocations among the whole set of lexical 
combinations. 

Keywords: graded collocation dictionary; CEFR proficiency level; association 
measures 
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In this paper we present our work consisting of mapping the recently created open 
source German lexical semantics resource “Open-de-WordNet” (OdeNet) into the 
OntoLex-Lemon format. OdeNet was originally created in order to be integrated in the 
Open Multilingual Wordnet initiative. One motivation for porting OdeNet to OntoLex-
Lemon is to publish in the Linguistic Linked Open Data cloud this new WordNet-
compliant resource for German. At the same time we can with the help of OntoLex-
Lemon link the lemmas of OdeNet to full lexical descriptions and so extend the 
linguistic coverage of this new WordNet resource, as we did for French, Italian and 
Spanish wordnets included in the Open Multilingual Wordnet collection. As a side 
effect, the porting of OdeNet to OntoLex-Lemon helped in discovering some issues in 
the original data. 

Keywords: Open Multilingual Wordnet; OntoLex-Lemon; OdeNet; Lexical Semantics 
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In this paper we present a model for selection of good dictionary examples for Serbian 
and the development of initial model components. The method used is based on a 
thorough analysis of various lexical and syntactic features in a corpus compiled of 
examples from the five digitized volumes of the Serbian Academy of Sciences and Arts 
(SASA) dictionary. The initial set of features was inspired by a similar approach for 
other languages. The feature distribution of examples from this corpus is compared 
with the feature distribution of sentence samples extracted from corpora comprising 
various texts. The analysis showed that there is a group of features which are strong 
indicators that a sentence should not be used as an example. The remaining features, 
including detection of non-standard and other marked lexis from the SASA dictionary, 
are used for ranking. The selected candidate examples, represented as feature-vectors, 
are used with the GDEX ranking tool for Serbian candidate examples and a supervised 
machine learning model for classification on standard and non-standard Serbian 
sentences, for further integration into a solution for present and future dictionary 
production projects. 

Keywords: Serbian; good dictionary examples; automatization of dictionary-making; 
feature extraction; machine learning 
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On its own, learning a new language is an inherently daunting task. Combined with 
lacking or simply non-existent language resources, the task itself seems almost 
impossible. For some languages, this scarcity of available resources is even more obvious 
and further complicates the issue. 

With an interdisciplinary approach, a team of linguists, language teachers, information 
scientists, and students themselves undertook a task of developing a learner’s dictionary 
of Asian languages. With a great deal of care and discussion, an online e-dictionary 
was chosen as a platform for its ease of use, accessibility, and expandability, in lieu of 
a traditional printed dictionary. 

Since eDictionary is built as a website, it is established as a platform, agnostic and 
available to everyone with Internet access. Furthermore, such a design allows a link to 
resources hosted on other web portals. To that end, cooperation was initiated with 
Croatian Language Portal and their Croatian dictionary with the aim of hyperlinking 
all of our Croatian lemmas to their word definitions. With the added benefits of giving 
users the ability to request new resources while keeping track of the request internally 
and allowing the updates of the whole language database seamlessly, the proposed 
solution to eDictionary provides user engagement and continuous integration that 
should benefit us all. 

Keywords: e-dictionary; learner’s dictionary; user engagement; Asian languages; 
Croatian 
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This paper presents the prototype of a lexicographic resource for spoken German in 
interaction, which was conceived within the framework of the LeGeDe-project 
(LeGeDe=Lexik des gesprochenen Deutsch). First of all, it summarizes the theoretical 
and methodological approaches that were used for the initial planning of the resource. 
The headword candidates were selected by analyzing corpus-based data. Therefore, the 
data of two corpora (written and spoken German) were compared with quantitative 
methods. The information that was gathered on the selected headword candidates can 
be assigned to two different sections: meanings and functions in interaction.  

Additionally, two studies on the expectations of future users towards the resource were 
carried out. The results of these two studies were also taken into account in the 
development of the prototype. Focusing on the presentation of the resource’s content, 
the paper shows both the different lexicographical information in selected dictionary 
entries, and the information offered by the provided hyperlinks and external texts. As 
a conclusion, it summarizes the most important innovative aspects that were 
specifically developed for the implementation of such a resource. 

Keywords: online lexicography; spoken German; corpus-based 
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Our paper introduces an experiment aimed at creating a database to be used as the 
source for a Word of the Day (WotD) application. Using a database of translation 
equivalents derived from a Czech-Slovak parallel corpus as a point of departure, semi-
automated procedures are described that would preprocess the raw data so that the 
size of the lexicon to be processed manually is minimized. A by-product of this 
experiment is a list containing Czech to Slovak translation equivalents of differing levels 
of similarity, which could be an interesting source of information for Czech and Slovak 
contrastive studies. 

In the last chapter the lexicographical application of acquired data is described. The 
criteria for selecting individual headwords remain an open question at the moment. 
Personally, we lean towards a combination of different aspects so that the final selection 
is as diverse and user-attractive as possible. The intended microstructure of the WotD 
dictionary entry is also presented. Its first peculiarity is the dual metalanguage, making 
it two explanatory dictionaries in one rather than a translation dictionary. Secondly, 
the content of the entries is closely related to the digital-born and corpus-based nature 
of the dictionary. Thus, some elements presented in traditional explanatory dictionaries 
are reduced or completely omitted in our microstructure – while others are highlighted. 

Keywords: Word of the Day; translation equivalent; Czech; Slovak; Treq database 
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DiCoEnviro is a multilingual terminological resource that contains terms in the field of 
the environment in different languages, i.e. French, English, Spanish, Portuguese, 
Italian and more recently Chinese. The present paper focuses on the Portuguese version 
of the resource in order to show how the terminological work has been developed 
particularly with the use of a Brazilian Portuguese corpus. More specifically the paper 
presents how DiCoEnviro i) represents the specialized meaning of the terms, ii) 
represents terminological structures within the environmental domain, and iii) uses 
lexical functions to establish connections between the terms within a lexical relation. 
The results show a selection of terms that belong to the environmental domain in 
Portuguese, particularly to deforestation, their analysis, linguistic description and 
representation of the most preferred lexical relations the terms establish among 
themselves. Terms and terminological relations for Portuguese in DiCoEnviro are under 
construction and our purpose is to increase the number of entries and relations that 
represent deforestation, as well as to expand the corpus to include other topics 
associated with the environment. 

Keywords: environment; terminology; lexical-semantic approach 
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This paper describes the development of lexicographic resources for Kurdish and 
provides a lexical model for this language. Kurdish is considered a less-resourced 
language, and currently, lacks machine-readable lexical resources. The unique potential 
which Linked Data and the Semantic Web offer to e-lexicography enables 
interoperability across lexical resources by elevating the traditional linguistic data to 
machine-processable semantic formats. Therefore, we present our lexicon in Ontolex-
Lemon ontology as a standard model for sharing lexical information on the Semantic 
Web. The research covers the Sorani, Kurmanji, and Hawrami dialects of Kurdish. This 
research suggests that although Kurdish is a less-resourced language, in terms of 
documented lexicons, it has a wide range of resources, but because they are not 
machine-readable they could not contribute to the language processing. The outcome 
of this project, which is made publicly available, assists scholars in their efforts towards 
making Kurdish a resource-rich language. 

Keywords: Kurdish; e-lexicography; less-resourced languages; machine-readable 
dictionary 
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The paper provides an analysis of the quality and presentation of authentic corpus 
sentences from Sketch Engine for Language Learning (SkELL) corpora (Baisa & 
Suchomel 2014), based on the example of Sõnaveeb (Wordweb), a new language portal 
being developed in the Institute of the Estonian Language. Currently Sõnaveeb contains 
a total of 150,000 Estonian headwords; about 70,000 of them have Russian equivalents. 
Authentic corpus sentences are displayed for both languages. In some cases (e.g. terms, 
derived forms, compounds and multi-word expressions), corpus sentences are the only 
source of usage examples that are available on the portal. 

We describe the parameters of Good Dictionary Examples (GDEX) (Kilgarriff et al., 
2008) configurations for Estonian and for Russian used for the compilation of etSkELL 
2018 and ruSkELL 1.6 corpora, give an overview of an evaluation of the GDEX 
configuration for Estonian, and outline the requirements for the user-friendly 
presentation of SkELL corpora as a part of the language portal. 

Keywords: GDEX; SkELL; learner corpus; Estonian; Russian 
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Proto-Indo-European Lexicon (PIELex) is the generative etymological dictionary of 
Indo-European (IE) languages at http://pielexicon.hum.helsinki.fi. It is the first 
dictionary in the world capable of mechanically generating its data entries, i.e. the 
lexical stems of more than 120 of the most archaic IE languages. In addition, in order 
to solve the reverse process work has already begun on the problem of the mechanical 
generation of Proto-Indo-European (PIE) from the IE data,. The plan of the project as 
a whole is to run PIE Lexicon using an operating system (OS), a computer, under 
which the dictionary and its data are exclusively governed by smart features ranging 
from semantics to morphology, and the very root structure of Proto-Indo-European 
itself.  

In principle PIE Lexicon is compatible with all digitized etymological dictionaries of IE 
languages, and as the operating system is scientifically neutral, material of any language 
or language family can be implemented onto the platform. By outlining the key features 
of the future coding plan we hope to offer ideas, assistance and support for other 
enterprises in the field of electronic lexicography. 

Keywords: Indo-European linguistics; Proto-Indo-European; electronic lexicography; 
finite-state technology; historical linguistics 
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The Thesaurus of Modern Slovene is the largest open-source digital collection of Slovene 
synonyms, published in March 2018 by the Centre of Language Resources and 
Technologies of the University of Ljubljana. The Thesaurus was initially compiled 
entirely automatically and allows users to contribute toward improving the resource by 
adding suggestions for missing synonyms and/or by evaluating both the synonym 
candidates from the initial database as well as the suggestions added by other users. 
As an automatically generated language resource, however, the initial database of the 
Thesaurus includes a certain degree of noise. In the paper, we present two 
crowdsourcing activities aimed at cleaning up the database. The first is a targeted 
annotation campaign aimed at evaluating multi-word synonym candidates in the 
Thesaurus, and the second is an analysis of user votes provided directly in the 
Thesaurus interface. Both scenarios are examples of an effective postprocessing method 
for an automatically generated language resource and demonstrate that crowdsourcing 
can play an important role in smart lexicography, especially in the case of less-resourced 
languages. 

Keywords: crowdsourcing; synonyms; Slovene; thesaurus; digital lexicography 
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Karst science is an attractive field of interdisciplinary research with rich terminology. 
This study was performed as part of a project aiming at developing novel approaches 
to terminology extraction and visualization, in line with the understanding of 
knowledge, as represented in texts, as conceptually dynamic and linguistically varied. 
The aim of this paper is to investigate how powerful graph-based methods can be used 
for visualizing and analysing domain terminology. In order to detect communities in 
karst terminology, we analyse the frequently co-occurring karst terms in a scientific 
corpus of karstologic literature. The most frequent co-occurrence pairs, which included 
ten or more co-occurrences within the whole corpus, are delivered as input to the 
Louvain community detection algorithm and visualized as a domain graph. The 
resulting data was evaluated by domain experts who found that the detected term 
groups are meaningful and correspond to different types of karst phenomena. The 
results are further discussed in relation to more standard topic modelling approaches, 
using Latent Dirichlet Allocation and Non-negative Matrix Factorization algorithms. 

Keywords: karstology; co-occurrence network; community detection algorithm; 
network visualization; topic modelling  
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The presented paper describes the collecting of data from different sources to build a 
collocation data set with the aim of compiling the first contemporary collocation 
dictionary for the Albanian language. The work is based (1) on the analysis of empirical 
data, i. e. linguistic corpora, using the computational methods and tools, as well as (2) 
on traditional dictionaries. As empirical data we use the AlCo (Albanian Text Corpus), 
the AlCoPress 2017-2019, N-Grams extracted from both, methods like Log-likelihood 
and Dice coefficient using the IMS Open Corpus Workbench (CWB) and the Corpus 
Query Processor, Web version (CQPweb). Despite the enormous support, an 
unsupervised automated compilation of a collocation dictionary of high quality, like 
those created by lexicographers, seems to be impossible without intervention. In order 
to complete the collection of the data we additionally use lexical information extracted 
from traditional dictionaries. The primary goal is to create a language resource that 
can be used among others also for Natural Language Processing purposes. The 
presented work is still in progress and, of course, will change until its final version. 

Keywords: Albanian; collocations; NLP lexicography; corpus linguistics; language 
resources  
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Despite the growing number of smartphone apps used in everyday tasks, lexicographic 
applications are still rarely discussed. Studies focus mainly on the usability of available 
tools, but contributions concerning the development of dictionary apps are almost non-
existent.  

In this paper, three different design solutions are presented to implement a dictionary 
app for Italian idioms, having foreign learners as prospective users. Prototypes were 
sketched according to Human-centred design principles and by applying a participatory 
approach in which users contribute to the design process.  

To offer a trustworthy tool, special attention was also paid to the lexicographic data 
provided. To this end, the OWID Sprichwörterbuch model was enriched with specific 
information to support foreign speakers, whose communicative needs had been tested 
in a production task with Italian idioms.  

The presentation of three prototypes is specifically addressed to highlight design 
solutions which can guarantee descriptive richness.   

Keywords: dictionary Apps; electronic lexicography; Human-centred design; 
lexicographical functions; interactive systems 
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The paper describes ongoing work on the digitization of an authoritative historical 
Italian dictionary, namely Il Grande Dizionario della Lingua Italiana (GDLI), with a 
specific view to creating the prerequisites for advanced human-oriented querying. After 
discussing the general approach taken to extract and structure the GDLI contents, in 
the paper we report the encouraging results of a case study carried out against two 
volumes which have been selected for the different conversion issues raised. Dictionary 
content extraction and structuring is being carried out through an iterative process 
based on hand coded patterns: starting from the recognition of the entry headword, a 
series of truth conditions are tested which allow the building and progressive 
structuring, in successive steps, of the whole lexical entry. We also started to design 
the representation of extracted and structured entries in a standard format, encoded in 
TEI. An outline of an example entry is also provided and illustrated in order to show 
what the end result will look like.  

Keywords: historical dictionaries; automatic acquisition; TEI representation  
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This paper discusses some theoretical and practical implications arising from the 
development of the Dicionário Olímpico (2016), created by the SemanTec (Semantics 
& Technology) research group. The Dicionário Olímpico (available at 
http://www.dicionarioolimpico.com.br/) is a bilingual lexicographic resource 
(Portuguese-English) which describes the lexicon of 40 Olympic sports. The dictionary 
is based on the theoretical-methodological framework of Frame Semantics, developed 
by Charles J. Fillmore. The paper brings some background to the Dicionário Olímpico’s 
methodological approach. In addition, it describes the lexicographical structure of the 
resource and the way frame-semantic features were incorporated and adapted in this 
context. Finally, it explores two kinds of challenges faced by the project: the 
identification and description of semantic frames, and the design of a template for frame 
definitions. These stages of development have included some adaptations of frame-
semantic concepts with the purpose of building a user-friendly, frame-based dictionary. 
Such challenges have enriched the lexicographic work and impacted subsequent projects 
that are yet to be developed by the authors. 

Keywords: Frame Semantics; Frame-based dictionary; Dicionário Olímpico 
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In recent years, the use of application programming interfaces (APIs) throughout the 
Internet has increased significantly. The main reason for this growth is the multiplicity 
of scenarios where APIs can be employed. In the case of APIs for lexical data, their use 
varies from applications for mobile devices, desktop applications to natural language 
processing (NLP) applications, among others. While some publishers offer their data 
via APIs, for most small or medium size publishers implementing and providing an API 
is still an obstacle due to the costs and technical expertise required for their 
development and maintenance. Against this background, we have developed Kosh, an 
open-source framework for creating and maintaining APIs for lexical data. Kosh has 
been conceived to minimize the technical expertise required for its use, while offering 
generic, flexible and efficient data management. In this article, we present the 
methodology employed in Kosh’s development and describe its architecture and 
functionality. 

Keywords: API; Elasticsearch; framework; GraphQL; rest 
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In this article, we discuss and give examples of how word-form frequency information 
derived from existing corpora statistics can be used to improve dictionary content. The 
frequency information is used in combination with rule-based morphological data based 
on derivational and inflectional information from the Swedish Morphological Database 
compiled at the University of Gothenburg, and the lexical database owned by the 
Swedish Academy. The method currently used in the ongoing project for updating the 
monolingual Contemporary Dictionary of the Swedish Academy is described, and some 
examples of dictionary entries identified as candidates for update based on frequency 
measures are given. Different aspects of morphological dictionary content are discussed 
and highlighted by comparison between the above-mentioned definition dictionary and 
a learner’s dictionary. The role of headword or lemma as well as cross-referencing 
methods in a digital dictionary as compared to a printed dictionary is also discussed. 
Finally, a few examples of suggested modifications and enhancements are given. 

Keywords: morphology; frequency; word forms 
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This paper presents the application of GROBID-Dictionaries (Khemakhem et al., 2017; 
Khemakhem et al., 2018a; Khemakhem et al., 2018b; Khemakhem et al., 2018c), an 
open source machine learning system for automatically structuring print dictionaries in 
digital format into TEI (Text Encoding Initiative) to a historical lexical resource of 
Colonial Mixtec ‘Voces del Dzaha Dzahui’ published by the Dominican Fray Francisco 
Alvarado in the year 1593. The GROBID-Dictionaries application was applied to a re-
organized and modernized version of the historical resource published by Jansen and 
Perez Jiménez (2009). The TEI dictionary thus produced will be integrated into a 
language documentation project dealing with Mixtepec-Mixtec (ISO 639-3: mix) 
(Bowers & Romary, 2017, 2018a, 2018b), an under-resourced indigenous language 
native to the Juxtlahuaca district of Oaxaca Mexico. 

Keywords: Mixtec; TEI; GROBID-Dictionaries 
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In this contribution we present existing pattern description models with different 
degrees of computerization, discuss their potential from the perspective of the creation 
of an e-lexicographic resource for language learners, introduce the parameters of pattern 
accuracy and ontology reliability for a qualitative evaluation of the results, and make 
some proposals for a future quantitative evaluations. The models discussed are a) 
Hanks’s CPA and the Pattern Dictionary of English Verbs (PDEV), b) methods 
employed by Tecling (Technologies for Linguistic Analysis, Pontifical Catholic 
University of Valparaiso, Chile) and Verbario, a pattern database of Spanish verbs, and 
c) an ongoing lexicographic project for the compilation of a learner’s dictionary of 
Italian linked to a conceptual ontology. These approaches are founded in the tradition 
of theories focussing on the connection between lexis and grammar, especially in John 
Sinclair’s view of normal patterns of usage as the true bearers of meaning of a language. 

Keywords: pattern-based lexicography; semi-automatic procedures; ontology; pattern 
of usage; learner’s dictionary 
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This paper describes ongoing work to extend an online dictionary of Latvian – 
Tezaurs.lv – with representative semantically annotated corpus examples according to 
the FrameNet and PropBank methodologies and word sense inventories. Tezaurs.lv is 
one of the largest open lexical resources for Latvian, combining information from more 
than 300 legacy dictionaries and other sources. The corpus examples are extracted from 
Latvian FrameNet and PropBank corpora, which are manually annotated parallel 
subsets of a balanced text corpus of contemporary Latvian. The proposed approach 
augments traditional lexicographic information with modern cross-lingually 
interpretable information and enables analysis of word senses from the perspective of 
frame semantics, which is substantially different from (complementary to) the 
traditional approach applied in Latvian lexicography. In cases where FrameNet and 
PropBank corpus evidence aligns well with the word sense split in legacy dictionaries, 
the frame-semantically annotated corpus examples supplement the word sense 
information with clarifying usage examples and commonly used semantic valence 
patterns. However, the annotated corpus examples often provide evidence of a different 
sense split, which is often more coarse-grained and, thus, may help dictionary users to 
cluster and comprehend a fine-grained sense split suggested by the legacy sources. This 
is particularly relevant in case of frequently used polysemous verbs. 

Keywords: explanatory dictionary; FrameNet; PropBank; semantic annotation; 
Latvian 
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In this paper, we present the extraction of specialized knowledge from a corpus of 
karstology literature. Domain terms are extracted by comparing the domain corpus to 
a reference corpus, and several heuristics to improve the extraction process are proposed 
(filtering based on nested terms, stopwords and fuzzy matching). We also use a word 
embedding model to extend the list of terms, and evaluate the potential of the approach 
from a term extraction perspective, as well as in terms of semantic relatedness. This 
step is followed by an automated term alignment and analysis of the Slovene and 
English karst terminology in terms of cognates. Finally, the corpus is used for extracting 
domain definitions, as well as triplets, where the latter can be considered as a potential 
resource for complementary knowledge-rich context extraction and visualization. 

Keywords: karstology; term extraction; term embeddings; term alignment; definition 
extraction; triplets; specialized corpora 
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This work introduces the exploitation of some language resources, namely word 
association norms, for building lexical search engines. We used the Edinburgh 
Associative Thesaurus and the University of South Florida Free Association Norms for 
the construction of knowledge graphs that will let us execute algorithms over the nodes 
and edges in order to do a lexical search. The aim of the search is to perform an inverse 
dictionary search that, given the description of a concept as a query in natural language, 
will retrieve a target word. We evaluated two graph approaches, namely Betweenness 
Centrality and PageRank, using a corpus of human-definitions. The results are 
compared with the BM25 text-retrieval algorithm and also with an online reverse 
dictionary– OneLook Reverse Dictionary. The experiments show that our lexical search 
method is competitive with the IR models in our case study, even with a slight 
outperformance. This demonstrates that an inverse dictionary is possible to build with 
these kind of resources, no matter the language of the Word Association Norm.  

Keywords: inverse dictionary; norm association words; graph theory 
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Access to lexicographic research is highly important for lexicographers when 
conceptualizing and compiling dictionaries, and preparing their publications for 
presentation to the lexicographic community. There have been several attempts to offer 
a systematic record of lexicographic scientific output, and advanced search of it, but 
most of them are no longer updated, focus only on bibliographic data, and do not 
include works from other fields related to lexicography. The tool called Elexifinder has 
been developed within the European Infrastructure for Lexicography (ELEXIS) project 
in order to facilitate knowledge exchange in the lexicographic community and promote 
open access culture in lexicographic research. In this paper, we present the first version 
of the tool that contains 1,755 publications and 78 videos in 11 different languages, and 
offers various search options to users. We describe the Elexifinder architecture, the 
process of including content, and present the interface’s features. The paper concludes 
with the presentation of future plans, including the various publications that will be 
included in the next version of the tool. 

Keywords: Elexifinder; lexicographic research; ELEXIS; lexicography; online tool 
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The paper presents the results of a survey on lexicographic practices and lexicographers’ 
needs across Europe (and beyond) both for born-digital and retrodigitized resources. 
The survey was conducted during the period from 11 July to 1 October 2018 in the 
context of the Horizon 2020 project ELEXIS (European Lexicographic Infrastructure). 
The survey was completed by 159 respondents from a total of 45 countries, comprising 
36 European countries and nine countries outside Europe.  

Looking in detail at the results of the survey, the paper focusses on determining what 
constitutes a job description of a modern lexicographer, including the training needed. 
One of more notable findings is that lexicographic training is still in most cases provided 
by the employer rather than obtained through formal education programmes. 
Furthermore, a list of various dictionary-writing systems and corpus-query systems is 
provided, including their features currently most often used by lexicographers. 
Accompanying this is information about the features lexicographer want or need in 
their tools. Also, the paper offers insights into current trends in lexicography and what 
lexicographers see as the most important emerging trends that will affect lexicography 
in the future. Overall, these results provide a detailed insight into what is needed in 
terms of tools and training and thus feed back into the ELEXIS project and will help 
to fine-tune resources within ELEXIS. 

Keywords: e-lexicography; lexicographers’ needs; survey; lexicographic practices 
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We present an experiment aimed at integrating XML-encoded dictionary data with 
corpus processing tools. Tokenized, lemmatized and PoS-tagged, the dictionary data 
can be processed by a traditional corpus manager such as NoSketch Engine (NoSkE), 
with the main benefit being the availability of ad-hoc full-text queries, as well as queries 
restricted to certain structure elements, without having to know too much about the 
internals of the respective XML encoding. Loaded with data from several Slovak 
dictionaries, the beta version of the dictionary portal (referred to as LexiCorp) is 
already used by our lexicographers. 

We demonstrate the LexiCorp operation in the “Simple Query” mode and the use of 
“Zone” attribute in queries. However, having in mind that all NoSkE functionalities 
are available, we can say that users of LexiCorp can now receive a powerful working 
tool.  

As NoSkE is an open-source system and implementation of LexiCorp requires just a 
minor modification of dictionary data and NoSkE’s CSS style(s), this approach is 
applicable to similar lexicographic projects as well. Though not intended to be a 
replacement of a fully-fledged Dictionary Writing System, it can be conveniently used 
to supplement functionalities that may be missing there, such as the use of regular 
expressions, statistics based on XML attributes, and queries related to morphological 
forms of search expressions. 

Keywords: Dictionary writing system; corpus manager; full-text querying; NoSketch 
Engine 
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The goal of the STyrLogism Project is to semi-automatically extract neologism 
candidates (new lexemes) for the German standard variety used in South Tyrol, and 
generally to create the basis for long-term monitoring of its development. We use 
automatic lexico-semantic analytics for the lexicographic processing, but instead of 
continuing to develop our independent neologism detection application, we have 
recently become part of a thriving community of users and developers within the EU 
infrastructure project ELEXIS, which aims to harmonize efforts that relate to 
producing and making dictionary resources available, and to develop tools with 
consistent standards and increased interoperability. Consequently, we moved the 
development of our neologism application into Lexonomy, one of ELEXIS’ promoted 
open-source projects. In the following, we report on the current state of this ongoing 
development by describing how we integrate our work with the Sketch Engine and 
Lexonomy tools, pointing out the challenges involved, and discussing how our work on 
language varieties can be evaluated. 

Keywords: language variety; One-Click Dictionary; web corpus; dictionary of variants; 
ELEXIS 
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SIL linguists have studied minority languages since 1934. This talk will describe the 
extent of SIL’s language data and give a brief description of the history of its data 
collection methods and tools. 

The translation of the Bible into many languages represents a multilingual parallel 
corpus. Complete translations of the New and Old Testaments exist in 690 languages. 
New Testament translations exist in an additional 1,550 languages. SIL is considering 
how to provide greater access to academic linguists to those translations for which they 
hold the copyright. 

SIL has also published lexicons for 660 languages and vocabulary lists in an additional 
200 languages, and is considering possibilities for sharing that data more widely. SIL’s 
FieldWorks software has been used as a tool for managing lexical data and to create 
many of the more recent dictionaries. 

Keywords: multilingual corpus; lexicon; FieldWorks; rapid word collection 

 

Related sites 

FieldWorks: Open-source dictionary editing 
software. https://software.sil.org/fieldworks/ 

FLEx Tools: Programs for manipulating FLEx 
data. https://github.com/cdfarrow/flextools 

LanguageDepot: FieldWorks data hosting. https://public.languagedepot.org/ 
Language Forge: Online dictionary creation and 

collaboration. https://languageforge.org/ 
Rapid Word Collection: Create dictionaries in minority 

languages. http://rapidwords.net/ 
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The Portuguese language is a pluricentric language, now spoken in eight countries from 
four continents. Since 1911, it has had two different spelling norms, one in Brazil and 
one in Portugal. During the 20th century, the authorities of these two countries struggled 
to get a set of spelling rules that could deal with the variations in these two national 
varieties, using a spelling system which is mostly phonemic. Since 1990, all Portuguese 
speaking countries have been bound by the Orthographic Agreement for the Portuguese 
Language (AOLP90). However, for more than two decades this set of spelling rules 
could not be shaped into a common spelling dictionary for official use in all these 
countries. 

VOC (Vocabulário Ortográfico Comum da Língua Portuguesa – Common Spelling 
Dictionary for the Portuguese Language) was conceived and carried out within this was 
the context. It is a digital platform that hosts the spelling dictionaries of each 
Portuguese speaking country, all composed following common orthographic and 
lexicographic principles.  

In this presentation, we will introduce VOC, highlighting its lexicographic challenges 
and issues, but also its political role and impact. 
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The Zentrum für digitale Lexikogaphie der deutschen Sprache (ZDL, Center for Digital 
Lexicography of the German Language) aims to provide a comprehensive and 
empirically reliable description of the German language from its origins to the present. 
To this end, four German academies in Berlin (BBAW, coordinator), Göttingen 
(AdGW), Leipzig (SAW), and Mainz (AdWL) have joined forces. The academies have 
a rich tradition of dictionary projects, encompassing historical as well as modern 
dictionaries and including the Grimmsches Wörterbuch, the dictionaries of Old High 
German, Middle High German, Early New High German and the Digital Dictionary 
(DWDS) of contemporary German. In addition, the Centre is cooperating with the 
Leibniz Institute for the German Language (IDS) for neologisms and contemporary 
text corpora. In order to provide a ubiquitous search interface to these diverse 
dictionary sources, a considerable amount of integration work will be necessary in the 
coming years, including work on common formats, lemma lists, as well as cross-linking 
references from dictionaries to corpora. 
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This talk will introduce The Right Rhymes, an evidence-based dictionary of hip-hop 
language, and the survey methodologies used to build the underlying corpus, develop 
the dictionary data, and publish to the web. The talk will open with a demo of the rap 
lyrics corpus; this will include an overview of the tools used for assembly and 
maintenance, then dive into metadata integration and contextual data enrichment, 
explaining why investment in these areas improved the dictionary. Following that will 
be a brief examination of the dictionary data, touching on content modelling, and how 
that can enable flexibility and evolution in the final product. The talk will conclude 
with a backend-to-frontend tour of The Right Rhymes website, including API exposure, 
data visualization, and lessons learned in designing an interface for the modern user. 
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Princeton WordNet – the prototypical wordnet (”the mother of all wordnets”) – 
started off as a psycholinguistic experiment on language acquisition by children. Later, 
it developed into a lexico-semantic database. Thus, WordNet was not originally meant 
to be a dictionary, but at some point began to be treated as one. It is usually presented 
as a network of lexicalized concepts (represented as synsets – synonym sets). In addition, 
many people call it and use it as a kind of ontology. Contrary to such claims, we will 
argue that WordNet can be modelled (and constructed) as a relational semantic 
dictionary in which lexical meanings are the basic building blocks defined by a dense 
network of lexico-semantic relations as a primary means of their description. 

From such a perspective, synsets are construed as sets of lexical meanings that share 
lexico-semantic relations of certain types. Thus, there is no need for assigning to them 
a special ontological status. Relations between synsets are just notational abbreviations 
for relations among lexical meanings. The whole construction of a wordnet is based on 
the Minimal Commitment Principle: minimizing the number of assumptions, and 
maximising the freedom of further interpretation of the wordnet structure. 

In a way typical for dictionaries, all lexical properties are assigned to lexical meanings, 
especially non-relational elements of description such as usage examples, textual 
definitions or attributes like stylistic register. The properties, but also lexico-semantic 
relations, can be based on language data in a straightforward way, e.g. by various 
linguistic tests verified against usage examples, not only the intuitions of linguists. 

In order to show the consequences of the model, we will refer to plWordNet – a wordnet 
of Polish – which was on its basis. A corpus-based wordnet development process has 
been applied in the construction of plWordNet, i.e. large text corpora were used as a 
source of lexical knowledge supporting the work of lexicographers to extract items such 
as lemmas, clusters of usage examples suggesting potential meanings, multi-word 
expressions, distributional models revealing the semantic relatedness or instances of 
lexico-semantic relations. The talk will be illustrated with examples and statistics 
zooming in on several details of the solution. 

 


