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Abstract
The ability to accurately align concepts between languages can provide significant benefits in many practical
applications. In this paper, we extend a machine learning approach using dictionary and cognate-based features
with novel cross-lingual embedding features using pretrained fastText embeddings. We use the tool VecMap to
align the embeddings between Slovenian and English and then for every word calculate the top 3 closest word
embeddings in the opposite language based on cosine distance. These alignments are then used as features for the
machine learning algorithm. With one configuration of the input parameters, we managed to improve the overall
F-score compared to previous work, while another configuration yielded improved precision (96%) at a cost of
lower recall. Using embedding-based features as a replacement for dictionary-based features provides a significant
benefit: while a large bilingual parallel corpus is required to generate the Giza++ word alignment lists, no such
data is required for embedding-based features where the only required inputs are two unrelated monolingual
corpora and a small bilingual dictionary from which the embedding alignments are calculated.
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1. Introduction

The ability to accurately align concepts between languages can provide significant benefits
in many practical applications. For example, in terminology, terms can be aligned between
languages to provide bilingual terminological resources, while in the news industry,
keywords can be aligned to provide better news clustering or search in another language.
Accurate bilingual resources can also serve as seed data for various other NLP tasks, such
as multilingual vector space alignment.

Bilingual terminology alignment1 is the process of aligning terms between two candidate
term lists in two languages. The primary purpose of bilingual terminology extraction is to
build a term bank - i.e. a list of terms in one language along with their equivalents in the
other language. With regard to the input text, we can distinguish between alignment on
the basis of a parallel corpus and alignment on the basis of a comparable corpus. For the
translation industry, bilingual terminology extraction from parallel corpora is extremely
relevant due to the large amounts of sentence-aligned parallel corpora available in the form
of translation memories. Consequently, initial attempts at bilingual terminology extraction
involved parallel input data (Kupiec, 1993; Daille et al., 1994; Gaussier, 1998), and the
interest of the community has continued until today. However, most parallel corpora are
owned by private companies2, such as language service providers, who consider them to
be their intellectual property and are reluctant to share them publicly. For this reason
(and in particular for language pairs not involving English) considerable efforts have also
been invested into researching bilingual terminology extraction from comparable corpora
(Fung & Yee, 1998; Rapp, 1999; Chiao & Zweigenbaum, 2002; Cao & Li, 2002; Daille &

1 Note that bilingual terminology alignment has a narrower focus than bilingual terminology extraction,
but the two terms are often used interchangeably in various papers. The latter covers extraction and
alignment of terms between languages.

2 However, some publicly available parallel corpora do exist. A good overview can be found at the OPUS
web portal (Tiedemann, 2012).
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Morin, 2005; Morin et al., 2008; Vintar, 2010; Bouamor et al., 2013; Hazem & Morin,
2016, 2017).

The approach designed by Aker et al. (2013) and replicated and adapted in Repar et al.
(2019) served as the basis of our work. It was developed to align terminology between
languages with the help of parallel corpora using machine-learning techniques. They use
terms from the Eurovoc (Steinberger et al., 2002) thesaurus and train an SVM binary
classifier (Joachims, 2002) (with a linear kernel and the trade-off between training error
and margin parameter c = 10). The task of bilingual alignment is treated as a binary
classification task – each term from the source language S is paired with each term from
the target language T and the classifier then decides whether the aligned pair is correct or
incorrect. Aker et al. (2013) run their experiments on the 21 official EU languages covered
by Eurovoc with English always being the source language (20 language pairs altogether).
They evaluate the performance on a held-out term pair list from Eurovoc using recall,
precision and F-measure for all 21 languages. Next, they propose an experimental setting
for a simulation of a real-world scenario where they collect English-German comparable
corpora of two domains (IT, automotive) from Wikipedia, perform monolingual term
extraction using the system by Pinnis et al. (2012) followed by the bilingual alignment
procedure described above and manually evaluate the results (using two evaluators). They
report excellent performance on the held-out term list with many language pairs reaching
100% precision and the lowest recall being 65%. For Slovenian, which is our main interest,
the reported results were excellent with perfect or nearly perfect precision and good recall.
The reported results of the manual evaluation phase were also good, with two evaluators
agreeing that at least 81% of the extracted term pairs in the IT domain and at least 60% of
the extracted term pairs in the automotive domain can be considered exact translations.
Repar et al. (2019) tried to reproduce their approach and after initially having little
success they were at the end able to achieve comparable results with precision exceeding
90% and recall over 50%.

Despite the problem of bilingual term alignment lending itself well to the binary
classification task, there have been relatively few approaches utilising machine learning.
Similar to Aker et al. (2013), Baldwin & Tanaka (2004) generate corpus-based,
dictionary-based and translation-based features and train an SVM classifier to rank the
translation candidates. Note that they only focus on multi-word noun phrases (noun +
noun). A similar approach, again focusing on noun phrases, is also described by Cao & Li
(2002). Finally, Nassirudin & Purwarianti (2015) also reimplement Aker et al. (2013) for
the Indonesian-Japanese language pair and further expand it with additional statistical
features.

This paper is organised as follows: the present section introduces the problem and related
work, Section 2 describes the datasets used for the experiments, Section 3 lists the features
used in the machine learning process, Section 4 contains a description of the experiments
and lists their results and Section 5 provides the conclusion.

2. Resources

The approach described in this paper requires four types of resources. The first two are
the same as in Aker et al. (2013) and Repar et al. (2019), whereas the third and fourth
resources are required for the additional experiments conducted for this paper:
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• aligned term pairs in two languages that serve as training data
• a parallel corpus to generate a Giza++ word alignment list
• pretrained embeddings in two languages
• a (small) bilingual dictionary

We create term pairs from the Eurovoc (Steinberger et al., 2002) thesaurus, which at
the time of Repar et al. (2019) consisted of 7,0833 terms, by pairing Slovenian terms with
English ones. The test set consisted of 600 positive (correct) term pairs — taken randomly
out of the total 7,083 Eurovoc term pairs — and around 1.3 million negative pairs which
were created by pairing each source term with 200 distinct incorrect random target terms.
Aker et al. (2013) argue that this was done to simulate real-world conditions where the
classifier would be faced with a larger number of negative pairs and a comparably small
number of positive ones. The 600 positive term pairs were further divided into 200 pairs
where both (i.e. source and target) terms were single words, 200 pairs with a single word
only on one side and 200 pairs with multiple-word terms on both sides. The remaining
positive term pairs (approximately 6,200) were used as training data along with additional
6,200 negative pairs. These were constructed by taking the source side terms and pairing
each source term with one target term (other than the correct one). Using Giza++,
we created source-to-target and target-to-source word alignment dictionaries based on
the DGT translation memory (Steinberger et al., 2013). The resulting dictionary entries
consist of the source word s, its translation t and the number indicating the probability
that t is an actual translation of s. To improve the performance of the dictionary-based
features, the following entries were removed from the dictionaries:

• entries where probability is lower then 0.05
• entries where the source word was less than 4 characters and the target word more

than 5 characters long and vice versa in order to avoid translations of stop word
to content words)

In addition to the resources described above, we used fastText (Bojanowski et al., 2016)
pre-trained word embedding vectors to calculate distances (or similarities) between terms.
We aligned monolingual fastText embeddings using the VecMap (Artetxe et al., 2018)
tool which can align embeddings with the help of a small bilingual dictionary. We used a
bilingual dictionary compiled from two sources: single word terms from Eurovoc and
Wiktionary entries extracted using the wikt2dict tool (Acs, 2014). Using the aligned
embedding vectors, we then calculated cosine distances between all words present in
Eurovoc terms in one language and all words present in Eurovoc terms in the other
language.

Using the fastText-based lists of aligned words, we created 3-tuples4 of most similar —
based on cosine similarity — source-to-target and target-to-source words, such as:

• ksenofobija [‘xenophobia’, ‘0.744’], [‘racism’, ‘0.6797’], [‘anti-semitism’, ‘0.654’]
• ženska [‘woman’, ‘0.7896’], [‘women’, ‘0.73’], [‘female’, ‘0.722’]

3 While new terms are constantly added to Eurovoc, we decided not to use them to allow for better
comparison between the approaches

4 This number was determined experimentally.
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where the tuple contains the source language word along with their three most likely
corresponding words in the target language and their cosine similarities. The 3-tuples of
most similar words were used to construct additional features for the machine learning
algorithm.

3. Feature construction

The updated approach in this paper uses three types of features that express
correspondences between the words (composing a term) in the target and source language.
The dictionary and cognate-based features are same as in Repar et al. (2019), while
embedding-based features are newly developed. The three feature types are as follows
(for a detailed description see Table 1):

• 7 dictionary-based (using Giza++) features which take advantage of dictionaries
created from large parallel corpora of which 6 are direction-dependent
(source-to-target or target-to-source) and 1 direction-independent — resulting in
altogether 13 features

• 7 cognate-based features (on the basis of Gaizauskas et al. (2012)) which utilize
string-based word similarity between languages

• 5 cognate-based features using specific transliteration rules which take into account
the differences in writing systems between two languages: e.g. Slovenian and
English. Transliteration rules were created for both directions (source-to-target
and target-to-source) separately and cognate-based features were constructed for
both directions — resulting in an additional 10 cognate-based features with
transliteration rules. The following transliteration rules were used: x:ks, y:j, w:v,
q:k for English to Slovenian and č:ch, š:sh, ž:zh for Slovenian to English

• 5 direction-dependent combined5 features where the term pair alignment is correct
if either the dictionary or the cognate-based method returns a positive result —
resulting in a total of 10 combined features

• 12 novel direction-dependent embedding-based features utilising fastText
embeddings — resulting in a total of 24 features

• 5 novel combined features constructed in the same manner as the existing combined
features but replacing Giza++ word lists with fastText-based lists of top 3 aligned
words - resulting in a total of 10 novel combined features

• 3 term length features: sourceTargetLengthMatch, sourceTermLength,
targetTermLength

To match words with morphological differences, we do not perform direct string matching
but utilise Levenshtein Distance. Two words were considered equal if the Levenshtein
Distance Levenshtein (1966) was equal or higher than 0.95.

5 For combined features, a word is considered as covered if it can be found in the corresponding set of
Giza++ translations or if one of the cognate-based measures (Longest Common Subsequence, Longest
Common Substring, Levensthein Distance, Needleman-Wunsch Distance, Dice) is 0.70 or higher (set
experimentally by Aker et al. (2013))
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Feature Cat Description
isFirstWordTranslated Dict Checks whether the first word of the source term is a translation of

the first word in the target term (based on the Giza++ dictionary)
isLastWordTranslated Dict Checks whether the last word of the source term is a translation of

the last word in the target term
percentageOfTranslatedWords Dict Ratio of source words that have a translation in the target term
percentageOfNotTranslatedWords Dict Ratio of source words that do not have a translation in the target

term
longestTranslatedUnitInPercentage Dict Ratio of the longest contiguous sequence of source words which has a

translation in the target term (compared to the source term length)
longestNotTranslatedUnitInPercentage Dict Ratio of the longest contiguous sequence of source words which do

not have a translation in the target term (compared to the source
term length)

Longest Common Subsequence Ratio Cogn Measures the longest common non-consecutive sequence of
characters between two strings

Longest Common Substring Ratio Cogn Measures the longest common consecutive string (LCST) of
characters that two strings have in common

Dice similarity Cogn 2*LCST / (len(source) + len(target))
Needlemann-Wunsch distance Cogn LCST / min(len(source), len(target))
isFirstWordCognate Cogn A binary feature which returns True if the longest common

consecutive string (LCST) of the first words in the source and target
terms divided by the length of the longest of the two words is greater
than or equal to a threshold value of 0.7 and both words are longer
than 3 characters

isLastWordCognate Cogn A binary feature which returns True if the longest common
consecutive string (LCST) of the last words in the source and target
terms divided by the length of longest of the two words is greater
than or equal to a threshold value of 0.7 and both words are longer
than 3 characters

Normalized Levensthein distance (LD) Cogn 1 - LD / max(len(source), len(target))
isFirstWordCovered CombA binary feature indicating whether the first word in the source term

has a translation or transliteration in the target term
isLastWordCovered CombA binary feature indicating whether the last word in the source term

has a translation or transliteration in the target term
percentageOfCoverage CombReturns the percentage of source term words which have a

translation or transliteration in the target term
percentageOfNonCoverage CombReturns the percentage of source term words which have neither a

translation nor transliteration in the target term
difBetweenCoverageAndNonCoverage CombReturns the difference between the last two features
isFirstWordMatch Emd Checks whether the first word of the source term is the most likely

translation of the first word in the target term (based on the aligned
embeddings)

isLastWordMatch Emd Checks whether the last word of the source term is the most likely
translation of the last word in the target term (based on the aligned
embeddings)

percentageOfFirstMatchWords Emb Ratio of source words that have a first match (i.e. first position in
the 3-tuple) in the target term

percentageOfNotFirstMatchWords Emb Ratio of source words that do not have a first match (i.e. first position
in the 3-tuple) in the target term

longestFirstMatchUnitInPercentage Emb Ratio of the longest contiguous sequence of source words which
has a first match (first position in the 3-tuple) in the target term
(compared to the source term length)

longestNotFirstMatchUnitInPercentage Emb Ratio of the longest contiguous sequence of source words which do
not have a first match (first position in the 3-tuple) in the target
term (compared to the source term length)

isFirstWordTopnMatch Emd Checks whether the first word of the source term is in the 3-tuple of
most likely translations of the first word in the target term (based
on the aligned embeddings)

412

Proceedings of eLex 2021



isLastWordTopnMatch Emd Checks whether the first word of the source term is not in the 3-tuple
of most likely translations of the first word in the target term (based
on the aligned embeddings)

percentageOfTopnMatchWords Emb Ratio of source words that have a match (i.e. any position in the
3-tuple) in the target term

percentageOfNotTopnMatchWords Emb Ratio of source words that do not have a match (i.e. any position in
the 3-tuple) in the target term

longestTopnMatchUnitInPercentage Emb Ratio of the longest contiguous sequence of source words which has
a match (any position in the 3-tuple) in the target term (compared
to the source term length)

longestNotTopnMatchUnitInPercentage Emb Ratio of the longest contiguous sequence of source words which do
not have a match (any position in the 3-tuple) in the target term
(compared to the source term length)

isFirstWordCoveredEmbeddings CombA binary feature indicating whether the first word in the source term
has a match (any position in the 3-tuple) or transliteration in the
target term

isLastWordCoveredEmbeddings CombA binary feature indicating whether the last word in the source term
has a match (any position in the 3-tuple) or transliteration in the
target term

percentageOfCoverageEmbeddings CombReturns the percentage of source term words which have a match
(any position in the 3-tuple) or transliteration in the target term

percentageOfNonCoverageEmbeddings CombReturns the percentage of source term words which do not have a
match (any position in the 3-tuple) or transliteration in the target
term

diffBetweenCoverageAnd-
NonCoverageEmbeddings

CombReturns the difference between the last two features

Figure 1: Features used in the experiments. Note that some features are used more than once because they are
direction-dependent.

4. Experimental setup and results
The constructed features were then used to train an SVM binary classifier (Joachims,
2002) (with a linear kernel and the trade-off between training error and margin parameter
c = 10). We selected three configurations from Repar et al. (2019) for comparison:

• Training set 1:200: a very unbalanced training set (ratio of 1:200 between positive
and negative examples 6) greatly improves the precision of the classifier at a cost of
somewhat lower recall, when compared to a balanced train set or a less unbalanced
train set (e.g., ratio of 1:10 between positive and negative examples).

• Training set filtering 3: In Repar et al. (2019), we have performed an error
analysis and found that many incorrectly classified term pairs are cases of
partial translation where one unit in a multi-word term has a correct Giza++
dictionary translation in the corresponding term in the other language. Based
on the problem of partial translations, leading to false positive examples, we
focused on the features that would eliminate such partial translations from
the training set. After a systematic experimentation, we noticed that we can
drastically improve precision if we only keep positive term pairs with the
following feature values: isFirstWordTranslated = True, isLastWordTranslated
= True, percentageOfCoverage > 0.66, isFirstWordTranslated-reversed = True,
isLastWordTranslated-reversed = True, percentageOfCoverage-reversed > 0.66.

6 1:200 imbalance ratio was the largest imbalance we tried, since the testing results indicated that no
further gains could be achieved by further increasing the imbalance.
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• Cognates: the dataset is additionally filtered according to the following
criteria: isFirstWordCognate = True and isLastWordCognate =
True, isFirstWordTranslated = True and isLastWordCognate = True,
isFirstWordCognate = True and isLastWordTranslated = True and we also
use a Gaussian kernel instead of the linear one, since this new dataset structure
represents a classic “exclusive or” (XOR) problem which a linear classifier is
unable to solve.

The selection was made based on our experience and previous work with this approach.
The three selected configurations were among the best performing in previous experiments
and we believed they had the highest potential for improvement. For a complete
description of the decisions that led to these configurations, please refer to Repar et al.
(2019).

No. Config EN-SL Training
set size

Pos/Neg
ratio

Precision Recall F-score

Dictionary-based and cognate-based features
1 Training set 1:200 1,303,083 1:200 0.4299 0.7617 0.5496
2 Training set filtering 3 645,813 1:200 0.9342 0.4966 0.6485
3 Cognates approach 672,345 1:200 0.8732 0.5167 0.6492

Dictionary-based, embedding-based and cognate-based features
1 Training set 1:200 1,303,083 1:200 0.5375 0.680 0.6004
2 Training set filtering 3 695,058 1:200 0.8170 0.5133 0.6305
3 Cognates approach 706,113 1:200 0.8991 0.5200 0.6589

Embedding-based and cognate-based features only
1 Training set 1:200 1,303,083 1:200 0.3232 0.4967 0.3916
2 Training set filtering 3 322,605 1:200 0.9545 0.2450 0.3899
3 Cognates approach 394,362 1:200 0.9618 0.3617 0.5242

Table 2: Results on the English-Slovenian term pair.

First, we simply added the new embedding-based features to the dataset to see if they
improved the overall performance. Later, we removed the dictionary-based features from
the dataset to see whether the novel embedding-based features could replace them without
a major impact on the performance. As can be observed from Table 2, the results are a
mixed bag when using all available features. Without any training set filtering, the new
features improve precision at the expense of recall, but are less effective when filtering is
applied. Nevertheless, when we use additional trainset filters for the Cognates approach,
we can observe a slight increase in both precision and recall resulting in the overall highest
F-score. When we use only embedding-based and cognate-based features, which would be
beneficial for language pairs without access to large parallel corpora needed to create
Giza++ word alignments, there is a significant drop in recall in all cases, but precision
actually increases when trainset filtering is applied and the Cognates approach achieves
the overall best precision.

5. Conclusion
In this paper, we continued our experiments on bilingual terminology alignment using a
machine learning approach by adding new features based on fastText word embedding
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vectors. We took advantage of the availability of large pre-trained datasets by Bojanowski
et al. (2016), and a cross-lingual word embedding mapping tool Vecmap by Artetxe et al.
(2018) to create word alignment dictionaries similar to the output of traditional word
alignment tools, such as Giza++ (Och & Ney, 2003). The single most important advantage
of this approach is that while Giza++ requires a large parallel corpus, fastText vectors are
trained on monolingual data and Vecmap needs only a (much smaller) bilingual dictionary.
Bilingual dictionaries are readily available for many language pairs via Wiktionary (Acs,
2014).

The experiments showed that the new features can have a positive impact on the F-score
(depending on the configuration), but precision was somewhat lower compared to when
we were using only Giza++ features. When we removed Giza++ features and using only
the new embedding-based features (alongside cognate features which are based on word
similarity and require no pre-existing bilingual data), we observed somewhat lower recall
and slightly higher precision. This means that the embedding-based features can be used
instead of Giza++ features for language pairs where no large parallel bilingual corpora
are available.

In terms of future work, we plan on creating additional features using contextual
embeddings, such as ELMo (Peters et al., 2018) and BERT (Devlin et al., 2018),
which could potentially help us improve recall, and explore more granular and detailed
training set filtering techniques. We also plan to expand the experiments and test other
configurations in a more systematic way.
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