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Abstract

This paper describes the first steps of a corpus-based methodology for the development of an
online Platform for Multilingual Collocations Dictionaries (PLATCOL). The platform is aimed
to be customized for different target audiences according to their needs. It covers various
syntactic structures of collocations that fit into the following taxonomy: verbal, adjectival,
nominal, and adverbial. Part of its design, layout and methodological procedures are based on
the Bilingual Online Collocations Dictionary Platform (Orenha-Ottaiano, 2017). The
methodology also relies on the combination of automatic methods to extract candidate
collocations (Garcia et al., 2019a) with careful post-editing performed by lexicographers. The
automatic approaches take advantage of NLP tools to annotate large corpora with lemmas,
PoS-tags and dependency relations in five languages (English, French, Portuguese, Spanish and
Chinese). Using these data, we apply statistical measures (Evert et al., 2017; Garcia et al.,
2019b) and distributional semantics strategies to select the candidates (Garcia et al., 2019c)
and retrieve corpus-based examples (Kilgarriff et al., 2008). We also rely on automatic
definition extraction (Bond & Foster, 2013) so that collocations can be more effectively
organized according to their specific senses.

Keywords: collocations; collocations dictionary; online platform; automatic extraction;
lexicography

1. Introduction

In the past two decades, collocations have been high on the agenda of foreign language
teaching and learning (Nesselhauf, 2005; Alonso-Ramos, 2008, 2019; Laufer, 2011;
Orenha-Ottaiano, 2021; Torner & Bernal, 2017, among others). Despite this fact, when
it comes to the translation of collocations, the number of studies that can contribute
to better comprehension of the difficulties regarding the complexity of translation of
such combinations is not as significant (Kenny, 2001; Bernardini, 2007; Gregorio-Godeo
& Molina, 2011; Orenha-Ottaiano, 2009, 2012, forthcoming).
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Additionally, even though several authors emphasise the importance of compiling
dictionaries with a special focus on collocations or for the building of specific
collocations dictionaries (Alonso-Ramos, 2001; Atkins & Rundell, 2008; Moon, 2008;
Orenha-Ottaiano, 2013, 2015, 2017; Kilgarriff, 2015, etc.), the number of online or
electronic collocations dictionaries available is still scarce, especially when it comes to
bilingual or multilingual collocations dictionaries for general language.

The work described in this paper aims to fill this gap. We describe a methodology for
the design and compilation of an online platform for multilingual collocations
dictionaries (English, Portuguese, French, Spanish and Chinese). The collection of
relevant collocations is corpus-based and semi-automated (automatic extraction with
human validation). Furthermore, the design of the platform takes into consideration
users’ needs as suggested by the principles of the function theory of lexicography
(Bothma & Tarp, 2012; Fuertes-Olivera & Tarp, 2014; Tarp, 2015).

Besides the introduction, the paper is structured as follows. Section 2 addresses the
motivational aspects for the development of a corpus-based methodology of multilingual
collocations dictionaries and an online platform. Section 3 outlines the methodological
steps used in this research. Section 4 explores the Multilingual Collocations Dictionary’s
structure and design. Finally, Section 5 presents the concluding remarks and highlights
some ideas for further work.

2. Motivation

One of the main motivations for carrying out this research is that collocations require
specific pedagogical attention. Concerning lexicographical work, excellent monolingual
collocations dictionaries for learners of English as a second or foreign language are
available, such as the Longman Collocations Dictionary and Thesaurus (2013),
Macmillan Collocations Dictionary for Learners of English (Rundell, 2010), Oxford
Collocations Dictionary for Students of English (Mcintosh et al., 2009), LTP Dictionary
of Selected Collocations (Hill; Lewis, 1999) and The BBI Combinatory Dictionary of
English (Benson et al., 1997), with the last two are only available in paper format.

In Portuguese, to the best of our knowledge, the only online and corpus-based
dictionary of collocations is the one developed by Orenha-Ottaiano (2017). As it is bi-
directional, and users can consult it both as a monolingual (either Portuguese or
English) or as a bilingual (English-Portuguese and Portuguese-English).

In Spanish, the Diccionario combinatorio practico del espariol contempordaneo (Bosque,
2006) is a corpus-based dictionary for native or foreign language speakers of Spanish,
which focuses not only on collocations but also on other phraseologisms, such as idioms
(locuciones fijas). The Diccionario de colocaciones del espanol (DiCFE; Alonso-Ramos,
2004) is available online and encodes collocations according to the principles of the
Meaning-Text Theory.
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In French, Beauchesne’s the Dictionnaire des Cooccurrences (2001) is an example of a
printed and online monolingual collocations dictionary, but it is not corpus-based. The
DiCoueébe (Jousse & Polguere, 2005) is an online French combinatorial dictionary in
which collocations are all encoded with Lexical Functions.

In Chinese, we can mention the Modern Chinese Collocation Dictionary (Mei, 1999)
and Dictionary of Chinese Common Word Collocations (Yang, 1990).

As far as bilingual dictionaries are concerned, as previously mentioned, Orenha-
Ottaiano (2016, 2017) built an online platform of bilingual Collocations Dictionary
(English-Portuguese and Portuguese-English), which has recently been changed into a
platform of multilingual collocations dictionaries, as discussed in this paper. Alegro et
al. (2010) published a printed dictionary containing 3,000 adjectival collocations
(Portuguese-English), but it is neither corpus-based nor in an electronic or online
format.

The DiCoEnviro (L’Homme et al., 2018) and the DiColnfo (L’'Homme, 2008) are online
terminological dictionaries in English, French and Spanish (a few Portuguese, Italian
and Chinese terms are also listed) that focus on specialized terms, encodes specialized

collocations and explain the meaning of collocates using the system of lexical functions
(Mel’¢uk, 1996).

Finally, another bilingual dictionary worth mentioning is The Ozford Collocations
Dictionary (English-Chinese), both printed and app versions.

A lot of research has taken place on corpus-based and online bilingual or multilingual
collocations dictionaries in other languages, such as the Dictionary of Collocations of
European Portuguese (Pereira & Mendes, 2002), a dictionary of Italian collocations
(Spina, 2010), an investigation on the automatic construction of a multilingual
dictionary of collocations (Garcia et al., 2019a), and a bilingual English-Italian
dictionary of collocations (Berti & Pinnavaia, 2014), among others. Nevertheless, there
is still a gap in the availability or publication of online dictionaries themselves as they
are research proposals and have not been published yet.

Another motivational aspect of this project concerns the possibility of developing a
platform offering a higher degree of customisation of the structure of the dictionaries.
It aims at the development of an innovative lexicographical methodology and model
for a multilingual collocations dictionary, as well as the design of a collocations software
and platform, the PLATCOL!. Moreover, it targets the setting up of a useful and large

! The Platform for Multilingual Collocations Dictionaries (PLATCOL) is the practical result of
the project A phraseographical methodology and model for an online corpus-based Multilingual
Collocations Dictionary Platform, sponsored by The Sao Paulo Research Foundation
(FAPESP). It is a two-year project with a partnership between Sao Paulo State University
(Brazil), responsible for English and Portuguese languages, the University of Montréal (French),
University of Granada (Chinese), University of Coruiia and University of Alcald (Spanish), and
University of Santiago de Compostela, for the automatic retrieval of corpus data.
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resource for semi-automatic collocations retrieval, as well as automatic extraction of
good examples, definitions and translation.

3. Methodology

The methodology to build the dictionary is based on the automatic approach described
in Garcia et al. (2019a), enriched with sense information of the bases and a manual
review and validation of the extracted data made by lexicographers.

3.1 Corpora

We compiled a large corpus for each of the five languages of the project using different
source data, as Table 1 below shows:

Chinese Wikipedia, Wikibooks, and literary texts

Table 1: Corpora Size and Sources

The corpora were parsed with UDPipe (Straka & Strakova, 2017) using the latest
models (v2.7) trained on the UD corpora (de Marneffe et al., 2021). Previous to this
syntactic analysis, we tokenized and PoS-tagged the data using the same UDPipe
models for English and French, LinguaKit (Gamallo et al., 2018) for Portuguese and
Spanish, and the Stanford CoreNLP suite (Manning et al., 2014) for the Chinese texts.

3.2 Definition and extraction of keywords

We focus on collocation types with three morphosyntactic classes of bases: nouns, verbs,
and adjectives. Due to the large size of the corpora, we attempt to extract basic
vocabulary lists for each class and language. Therefore, we automatically extracted the
lemmas of the nouns with a minimum frequency of one occurrence per million tokens
in each corpus, annotating them as known or unknown if they appear in large lexica?.
We used the dictionaries provided by FreeLing (Padré & Stanilovsky, 2012) for each
language (English, Portuguese, French and Spanish), except for Chinese. We didn't use
any lexicon for Chinese because we are not aware of any free dictionary for this
language.

2 Due to the lower frequency of verbs and adjectives, we used frequency=>0.5 in these cases.
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After the automatic extraction, which took place for each language separately, the lists
of keywords were submitted to the lexicographers to filter out noise (e.g., lemmas with
typos, entries wrongly processed, etc.) and to select the most frequent lemmas, then
used to extract candidate collocations. Besides, each keyword has been enriched with
the potential senses present in WordNet, using the Open Multilingual WordNet (Bond
& Foster, 2013) by means of the interface provided by the NLTK package (Bird &
Klein, 2009).

Table 2 shows a sample of keywords in French as an example, sorted by descending
order of frequency. Candidates marked NO by lexicographers were removed from the
list.

Base-candidate Frequency Frequency per million Validation

adulte 89630 34.028372142183656 OK
chasse 89494 33.97673922227585 OK
instance 89227 33.87537165157449 OK
péche 89163 33.85107380691199 OK
administrateur 89149 33.84575865339207 OK
qu 89146 33.84461969192351 NO
orbite 89097 33.82601665460379 OK
session 89026 33.79906123318133 OK
précision 89017 33.79564434877567 OK
tension 88916 33.75729931266766 OK
litre 88904 33.75274346679344 OK
entraineur 88696 33.67377547164032 OK
parlement 88579 33.62935597436669 OK
canal 88443 33.57772305445888 OK
leader 88393 33.5587403633163 OK
vocation 88308 33.52646978837392 OK
appartement 88193 33.482809598745995 OK
copie 88114 33.452816946740725 OK

Table 2: Results of validation in French

After having manually validated the base candidates in each language separately, we
reached the following results for English, French and Portuguese, shown in Table 3.
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9,754 10,307 10,545 8,361 8,690 8,713

4,895 5578 5,502 2,902 3,817 3,982

Table 3: Number of automatically extracted and validated candidates

As can be noted in Table 3, about 15% of nouns were discarded in French, 16% in
Portuguese, and 18% in English. As for the verbs, 40% of them were discarded in
French, 32% in Portuguese, and 28% in English. These results highlight the importance
of post-editing in all lexicographical phases.

3.3 Identification of collocations and example sentences

Following Garcia et al. (2017) we extract pairs of the target dependency relations using
the manually validated keywords and restricting the potential collocates for their
morphosyntactic category. Thus, for noun bases we extract the following syntactic
relations:® obj (verb-noun collocations), nsubj (instances of noun-verb), obl (verb-
preposition-noun), amod (adjective-noun), and nmod and compound (both including
noun-noun or noun-prep-noun instances). For verb bases we extract zcomp (verb-
adjective collocations) and advmod (verb-adverb). Finally, for adjective bases, we
extract advmod examples (adjective-adverb candidates).

For each triple (base;collocate;relation) we follow the syntactic co-occurrence method
described in Evert (2008) to compute, apart from frequency data, the following
statistical values: PMI, Dice, log-likelihood, t-score, z-score, % and simple-ll (together
with AP (Gries, 2013). In order to reduce the large size of the candidates sets we
remove those combinations with a normalized frequency lower than one per million,
and sort the remaining ones by t-score (Garcia et al., 2019b).

Then, we collect up to eight sentences for each candidate collocation, selected by a set
of GDEX-inspired heuristics (Kilgarriff et al., 2008). We have implemented a basic
strategy using some of the proposals of Kosem et al. (2019a) for English and for
Portuguese (the latter were also used for the other romance languages): sentences with
less than six tokens are discarded, and those with more than 30 tokens are incrementally
penalized. Furthermore, sentences with punctuation, proper nouns, words with more

3 https://universaldependencies.org/u/dep/all.html



Proceedings of eLex 2021

than 12 characters, and strange characters (e.g., in other alphabets and encodings) are
also penalized. Other heuristics in the literature were not implemented as they require
language-specific resources or are computationally very expensive.

This automatically extracted information is then used by language experts to select the
collocations for the final resource. For each candidate, the lexicographers decide which
combinations are going to be incorporated into the dictionary, and select the
appropriate sense for the base and a set of five examples to be shown on the platform.
The tables below show examples of automatically retrieved data in English (Tables 4
and 5) and in Portuguese (Tables 6 and 7) from noun bases, showing collocates,
frequencies, some of the statistical score results and examples (four out of eight) — the
first example has collocations highlighted manually.

bond double amod 18052 60424 1871 33.24 64,069,650,805,298 393,761,171,440,127 427,453,180.843,812 0.092838 682,620,358,777,046
intcrval time  compound 7546 258128 1334 3410  450,163454373253  166,162.814372741  349,116460.482,685  0.143626  32.223953217.268
language  programming compound 141852 36647 457 1168  175.969516,098485  277214778.124.125  150,645396.615149 0002271  242231,087.565422
bond single amod 18052 299877 588 10.45 256,306,795,734,007 489,730,681,878,011 201,454,580,106,199 0.026216 580,005,558,729,172
compound  organic amod 28611 25825 3395 G031  767,481981008368  8283828726010920  579.814814.566719  0.105615  159,191.454.287.767
group functional ~ amod 309637 19037 1867 33.17  401247.091282.802  162,828,195759.869  405314.891,160,725  0.005653  370,591,810,572,147
file media  compound 53420 69899  S16 1319 241027,046499,507  425204881062.829  184423554202936 0007778  453,193910,956383
role play obj 228878 453350 99651 30213-6 417,611948,069,146  126793007,163871  298213,079,557,869 0289431 283 512.452.652,812
question answer obj 74554 39164 15712 47673 670,790.303.510026  126934,999,895782  124,148471.289531  0.172872  711,565,652,867,556

Table 4: Automatically retrieved data from the English corpus — base = noun

“This reaction can be used to determine the

“This makes the Br closest to the double bond

“Ihe ILPAC numerical prefixes are used to

hydragen ends up on the more

bond double position of a double bond in an unknown slightly positive and therefore an electrophile.  indicate the number of double bonds. substituted carbon of the double bond.
alkene.
Whoever measures a particular space-time “The space-time interval, formula 19, is “The second consequence of the invariance of the Solutions Consider the formula for average
" . interval will get the same value, no matter how  invariant. space-time interval is that clocks will appear to  velocity in the formula_1 direction, formula_49 |
intcrval time = S = 5 ; il
fast they are travelling. go slower on objects that are moving relative to - where formula_L8 is the change in formula_1
you. over the time interval formula_52 .
Since computer programming languages have Pascal is an influential computer programming  Many people think they must choose a specific D is a programming language being designed as
language programming s0 much in common, it is wenerally easy to leam language named after the mathematician programming In,gu.age n order to become a a successor to C
8. S a new programming language once you have programmer, believing that they can only do
mastered another. that language.
‘What of having two double bonds separated by ~ What of having a compound that alternates Remember that single bonds can rotate in space  Each ending point and bend in the line represents
bond single a single bond? between double bond and single bond? if not impeded. one carbon atom and each short line represents
one single carbon-carbon bond.
This number also applies to other organic The ITUPAC system is necessary for TTyds bons are organic ds that T require at least one organic nutrient
compound organic compounds which have hydrogen atoms at organic compounds. contain carbon and hydrogen only. to make other organic compounds.
similar distances from each other.
These parts of organic molecules are called There are many functional groups of interest to  The identification of functional groups and the  Just as clements have distinctive properties,
g functional groups. organic chemists. ability to predict reactivity based on i functional groups have ch: isti
EIOup functional group is one of the of es.
organic chemistry,
Where not otherwise noted, non-text media files “Iypically the in using an image or other media ~ See for details about which media files can be  Please view the media description page for
file media are available under various (rec culture licenses, file is to it o uploaded. details about the license of any specilic media
consistent with the . file.
Wave packets will play a central role in what is Usually hydrogen plays the role of the “T'he ideas of bond polarity and dipole moment  Smooth ER plays an important role in lipid
role play 1o follow, so it is important that we acquirea  electrophile; however, hydrogen can also actas  play imporiant roles in organic chemistry. emulsification and digestion in the cell.
good understanding of them. an nucleophile in some reactions.
You should now be able to answer the Use the content in this chapter and/or from ‘This is the Reading room where raise and If you answered the above questions correctly
question answer  ollowing questions from your previous external sources to answer the following answer Wikibooks-related questions and you should find this next section easy!

knowledge.

questions,

concerns regarding technical issues, policies, or
other aspeets of our community.

Table 5: Automatically retrieved data from the English corpus - examples
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direito
contato
rede
atengdo
diferenca
quantidade
acesso
destaque

direito

Table 6: Automatically retrieved data from the Portuguese corpus

ter
cntrar
social
chamar
fazer
grande
ter
grande

humano

obj 560822 11188299 183090 1306.77 160,048,855,495,172
obl 130840 1081619 84533 1107.33  462.428.604,203,138
amod 451341 1510216 176610  1182.83  463.777.831 408,155
obj 412559 374632 171188 122182 623.414,529,184,781
obj 260225 5263140 79253 56565 261413494243 881
amod 213140 5140962 84160  563.66  301,599,685,612,871
obj 300489 11188299 147993 105627  199,934,115,026,427
amod 50884 5140062 24434 163.65  306,634.489,037,465
amod 640881 739743 95380 63886  453,375817,538.921

0.165837224384871 160,804,071,456,546  499,409,455,757,521 0.030225
0.362541768192905  379,698,081,324.801  138,535,656,820408  0.121584
0271090759214873  796.451,699,849.827  201260,093,158997  0.152594
0.290572130437827  114,164,059,303,372  354.210,236916932  0.303104
0.195799523645682 154,592,588 917.987  582.811,846,552,285 0027897

0.24858108135078  204,365,955,457.986  723,098,185697,314  0.030479

0.24337875729177  188,232,852,350215  576,828.284,897299  0.025097
0255333171494298  608,313,819,034,328  398,396,784,243 363 0.009309
0.124578155368098  416,989.915,076.945  142226,851,904.013  0.121406

— base = noun

Ve desconhece completamente que ve ea  Todo e qualquer trabalhador tem o direito , Tenho o direito de a gurda de a minha

direito

contato

rede

atengao

diferenga

quantidade

acesso

destaque

direito

ter

entrar

social

chamar

fazer

grande

ter

grande

humano

idiota que aceitou ter um filho seu tem os
mesmos direitos ¢ obrigagdes perante a
prole comum .

br, ¢ necessario entrar em contate com o
Registro .

Monlte a sua ou a de alguém conhecido ,
Ou crie um personagem novo para
compartilhar cm as redes sociais .

chamar a atengfio a uma siluagio
cotidiana ¢ simplcs , mas imperceptivel
POT Os juristas .

Temos certeza de que somente este detalhe
fara toda a diferenca por o astral de o scu
cantinho .

muitas influéncias negativas sobre a saide
, como o cigarro, inatividade fisica ¢
grandes quantidades de gordura corporal
também estdo associadas a a riqueza de o
Ocidente .

Para quem quiser experimentar ainda mais
, existe a possibilidade de comprar um
Passaporte para ter acesso a atividades
extras -

Seu estilo foi classificado como arte naif e
teve grande destaque até a década de
1980 .

violagdo de os direitos humanos , desvio
de dinhciro publico , corrupgdo ativa ¢
passiva , etc .

inclusive os que atuam em cargo de
confianga .

apenas inquérilos sérios devem entrar em
contato para obter mais detalhes

Em a pdgina de o evento em a rede social ,
0s organizadores explicam quais sdo suas
reivindicagoces .

ja chamava alengao por o estilo hippie-
chique com que sc vestia .

Os acessorios de cozinha sdo os detalhes
que fazem a diferenga .

exisle uma grande quantidade de nomes
para o scgundo nivel , mas .

Os usuarios passaram a ter livre acesso a o
acervo .

Mas o grande deslaque [oi a grande
quantidade de palestras de conscientizagao
que atingiu publicos de todas idades . tanto
homens quanto mulheres .

e possivels casos de violagdes de direitos
humanos quando de as ncgociagdes
individuais .

lilha ?

Ganbhei a senlenga , € 0 banco ainda ndo
cntrou cm contato .

Depois de um bocado de relutancia , me
rendi a os encantos de a rede social azul .

em maio o material comegou a chamar a
atengdo de os grandces portais .

Enfim , pesquisar , estudar qual sua
atuagio pode fazer muita diferenca .

Mas o grande deslaque [oi a grande

Portanto , alé que isso acontega , nenhum
servidor tem direito adquirido a a nova
regra .

Entraram em contato com a médica e
realizci 0 exame .

De acordo com analistas norle-americanos
, o resultado , um empate virtual , teve
influéncia direta de o grande movimento
em as redes sociais .

Essa atitude chamou a alengdo de os
politicos dec o Piaui , que reivindicaram
esse termitorio .

Em o dia a dia elas fazem toda a diferenga

Deslaque para as pérolas com acabamento

de izacdo

quantidade dc pal

ABS , que p uma maior quantidade

que atingiu pablicos de todas idades , tanto
homens quanto mulheres .

Em aquela altura , os imigrantes ainda ndo

tinham grande acesso a a termra :

Escolha pegas que auxiliem em um
destaque maior de os seus arranjos e de o
comodo .

Sua linha politica , entretanto , estd mais

de camadas de banho , tornando- se mais
resisientes .

Assim , temos acesso exclusivo a

softwares , certificagdes € outros servigos .

Em o [inal de o século XX , o pintor
Leonilson foi o maior destaque cearense
cm a pintura .

Parece fora de dividas que o Brasil evoluiu

voltada para o > do que
para a defesa de os direitos humanos de as
pessoas (rans ou homossexuais .

L cm a adogdo de mecanismos para
protecio de os direitos humanos .

Table 7: Automatically retrieved data from the Portuguese corpus - examples

The volume of the automatically retrieved data is very large. We set a filter of 20
occurrences per million, in the same syntactic dependence, following Evert (2008). This
filter has given, on average, 20,000 candidates with base = name, and 8,000 with base

verb, for example. The post-editing phase is still in progress and may last a few

months as data have been manually validated, evaluated and also revised by at least

two lexicographers. As collocations are being revised, they are directed to the following

phase of automatic translation into other languages, as described in the next section,
according to the pairs we have previously set (please see subsection 4.3)

3.4 Translation of collocations

Once the monolingual collocations are inserted in the platform, we will use an

unsupervised approach to retrieve candidate translations among the languages of the

project. The strategy, inspired by Garcia et al. (2019c), can be summarized as follows:
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We first train monolingual word2vec models (Mikolov et al., 2013) using processed
corpora and representing each word as a pair of lemma and PoS-tag (e.g.,
“house_ NOUN?”). Then, these models are mapped in a shared vector space with vecmap
(Artetxe et al., 2018). Finally, we create a compositional vector for a given collocation
in language A, and search for similar candidates (in terms of cosine similarity) in
language B (Garcia et al., 2019¢). The candidate translations are ranked by the
confidence of the models, and they will be manually validated by lexicographers in
further work.

4. The Multilingual Collocations Dictionary Structure and
Design

The Multilingual Collocations Dictionaries* (PLATCOL) proposed here aim at fulfilling
users’ needs regarding language encoding, and, as such, are considered to be a
production dictionary. Besides helping users produce more authentic texts, PLATCOL
also has the purpose of developing users’ collocational competence, which is intrinsically
connected with fluency. The wider the repertoire of collocations, the greater fluency a
learner can achieve. Moreover, the platform is intended to have an easy-to-use layout
that offers the possibility of being customized.

Since foreign language learners or dictionary users in general encounter challenges in
using collocations in their native language, and PLATCOL is also designed to display
monolingual dictionaries. Thus, it will serve as a monolingual, bilingual or multilingual
dictionary (English, Portuguese, French, Spanish and Chinese), also taking into account
that collocations are automatically activated for each language covered by the platform,
as the presentation screen of PLATCOL’s prototype illustrates (Figure 1).

4 We use the term dictionaries as we mean that users can opt to activate monolingual, bilingual
or even multilingual dictionaries, according to their needs and languages they want to search
for.
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rd

PLATCOL Home About the PLATCOL Team Mérmberz Other pirm:nr’orm; Contact John Doe

Welcome to PLATCOL

A Platform of Multilingual Collecations Dictieffaries

Search for an entry English

Advonced Search
Part of speech [ noun [ adjective Clverb. [ advert

Transiations: = =

PLATCOL

PLATCOL is an Online Platform of Multilingual Collocations Dictionaries. It aims to promote learning
and translation of collocations more effectively, so that the dictionaries’ users can develop
proficiency and fluency as well as achieve native-like naturalness in many different languages.

About the PLATCOL plataform About us Quick Links

PLATCOL is an Online Platform of Multiingual Team Members ‘What are coflocations? _ .
Collocations Dictionaries. It aims to promote leaming (o gl Sao Paulo Research Foundation
and translation of collocations more effectively, so

that the dictionaries' users can develop profidency  Contact Login

and fluency as well as achieve native-like naturalness
in many different languages. So far PLATCOL
comprises of five languages: English, Portuguese,
French, Spanish and Chinese. However, more

Publications References
Séo Poulo State University

languages will be coming soon.

Databose Research Group - GBD / Sdo Poulo State University, Brozil, 2021

Figure 1: Screenshot of PLATCOL’s Presentation Screen Prototype

The new site is under construction, as it will be adjusted to the new languages (French,
Spanish and Chinese)®, with a more ambitious and interactive design as well as more
detailed and enhanced lexicographical features and methodology.

4.1 User Profile and Needs

In any lexicographic work, reference is made to the following topics: typology of users,
their needs and skills. Thus, in many studies, users’ "problem" and needs are the main
focus. However, as Fuertes Olivera and Tarp (2014) clearly state, this concern does not
bear fruit, since it does not materialise in concrete theoretical and practical decisions,
but instead researchers tend to approach the problem in a more general way and do
not go into further discussion. Consequently, it is proposed that a better approach is
to differentiate between two types of lexicography: a contemplative and a
transformative one.

5 A site used to host the Bilingual Collocations Dictionary (Orenha-Ottaiano 2017) and was
modified for PLATCOL (http://www.institucional.grupogbd.com/dicionario/  index?
locale=pt), where users can find information about the platform. However, a new software is
being developed under the new methodology and an updated microstructure will be inserted
in the near future.

10
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In contemplative lexicography, dictionaries are analysed and users questioned about
their use of existing dictionaries to date. In transformative lexicography, theoretical
analyses of the potential user situations, the respective user conditions and needs are
used to develop new approaches for compiling new dictionaries, typically
monofunctional dictionaries (Bergenholtz, Bothma & Gouws, 2011: 34-35).

Generally speaking, the first type can be related to the so-called general theory of
lexicography; the second type, in turn, is linked to functional theory. Our proposal is
in line with this last perspective and thus the following constitute essential points that
guide the development of the platform:

a) The prior definition of the users’ profiles to which the proposal is addressed, a crucial
step before its elaboration. These are the profiles that have already been defined:

Table 8: User profiles.

b) The consideration of specific extra-lexicographic or social situations that would
motivate the use of the platform: “to determine which type of needs a specific type of
user may have in each type of situation” (Bergenholtz & Tarp, 2003:173):

We start from the idea that the different target audiences of a lexicographic work have
a series of information and consultation needs (Fuertes Olivera & Tarp, 2014). These
needs can only be met if users have quick and easy access to a set of lexicographic data
prepared according to their profile. This way, users should be able to extract the
information they need, so that they can employ it later, according to their purposes.
These purposes, in turn, are always related to the extra-lexicographic contexts and
situations that gave rise to these needs (Tarp, 2015).

Considering the profile of potential users of the platform, we acknowledge that the

11
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lexicographically relevant social situations, among the four defined within functional
theory, are as follows: 1. Communicative, in which users try to solve problems related
to production, reception, translation, proofreading and correction of written or oral
texts; and 2. Cognitive, when users need or want to expand their knowledge of
something. This typology could be applied to the profile of all indicated users; however,
recognizing the limitations of the proposal, it is necessary to establish some restrictions,
as Table 9 shows.

The communicative situations relevant to these users refer, above all, to text review and
correction. Also, in this case, cognitive situations related to the preparation of manuals and
teaching-learning materials may occur

Material
Developers

In the case of non-native speakers, communicative situations may occur in situations related to
Researchers or text production, revision and correction. Native speakers, in turn, can find themselves in
Lexicographers contexts in which the platform can be useful to access certain information about collocations,
such as examples, contexts of use, classification, etc.

Table 9: User profiles related to lexicographically relevant social situations and some
restrictions.

c) the determination of the platform's lexicographic functions:

A lexicographic function must be understood as “the assistance provided by the
dictionary to meet a certain type of user’s specific needs in a certain type of extra-
lexicographical situation”® (Fuertes Olivera & Tarp, 2008: 80, the translation is ours).
Our proposal must be considered to be multifunctional, since, according to the
extra-lexicographic situations discussed, it must fulfill two functions: a communicative
and cognitive one. Given the recommendations of functional theory and considering
that users' abilities in dictionary use cannot be determined in advance, we must ensure
that access to information is quick and easy.

For this reason, the dictionaries' macrostructure includes a systematic introduction and

6 « . la asistencia que presta el diccionario para satisfacer el tipo especifico de necesidades que
tiene un determinado tipo de usuarios en un determinado tipo de situacién extra-lexicografica”
(Fuertes Olivera & Tarp, 2008: 80)

12
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usage guide. Likewise, the design of the dictionaries' microstructure has been made
taking into account users' profile and needs. The features here described about users’
needs and profiles are based on our considerable experience of translation, translation
training, foreign language teaching and teacher training. In the near future, we intend
to carry out research on users’ needs among the target groups.

4.2 Dictionaries’ microstructure

The compilation of a collocations dictionary, an already complex task, becomes even
more challenging when multiple languages are taken into consideration. The
organization of the microstructure, as explained below, is especially daunting.

PLATCOL’s entries include nouns, verbs, and adjectives which correspond to the bases
of the collocations (see more about the collocations structures in this section).

In a collocations dictionary, the headwords can be organized according to at least two
different principles. One of the views in the treatment of collocations is statistically
based. Collocations are defined under a statistical approach iwith regard to their
frequent co-occurrence. This way, the headword can be either the base or the collocate,
depending on the frequency of co-occurrence in the corpus.

The other view follows Hausmann’s approach (1985, 1989), using the concept of the
base, the element usually known by users, and of the collocate, the element they are
searching for, that is to say, what learners and translators, for example, need to find.

In this project, we opted for the latter view (Hausmann 1985, 1989), claiming that it
is more user-friendly and effective with regard to most user profiles, besides being the
starting point for most users. Moreover, users will be able to perform either base or
collocate searches in the platform search bar.

The entries of the multilingual collocation dictionaries consist of the following elements:
A headword, which corresponds to the basis of the collocations. Headwords can be nouns, verbs or adjectives

A word class: a word class is placed right after the headword (the base of the collocation). In the case of these
collocation dictionaries, they will be either a noun (n.), a verb (v.) or an adjective (adj.). If a word belongs to more
than one word class, such as abstract (n.), abstract (v.) and abstract (adj.), each word class appears in separate
entries, so that the collocations, collocations structures and other pieces of information are easily organized

Table 10: Entry elements of the Multilingual Collocation Dictionaries

13



Proceedings of eLex 2021

The collocations are structured as follows:

Collocation syntactic structure: depending on the part of speech of the entry and the language of this collocation,
collocations are organized according to the syntactic structure below (Hausmann 1985, 1989, Orenha-Ottaiano
2009, 2016, 2017)

Collocation taxonomy: verbal, nominal, adjectival and adverbial

In each section of each headword and definition, users can choose collocations to be either displayed in
alphabetical order or by frequency or salience (ranked according to their statistical score). For more specialized
users, such as researchers and lexicographers, collocations can be ranked by t-score, M| score etc.

Incorporation of usage examples: to illustrate how collocations are used based on a specific meaning. Users will
have the chance to choose from displaying from 1 to 5 examples

Table 11: Collocations’ organization

Below, Table 12 shows a summarized entry structure:

ENTRY

<headword> plan</headword>

part-of-speech > noun

gramrel 1> verb + NOUN develop plan
collocate 1> develop (develop plan)
Collocation frequency (Advanced Options)
Statistical measure (Advanced Options)
example (up to 5)
collocate 2 > come up with (come up with plan)
Collocation frequency (Advanced Options)
Statistical measure (Advanced Options)
example (up to 5 - Advanced Options)
collocate n > propose (propose plan)
Collocation frequency (Advanced Options)
Statistical measure (Advanced Options)
example (up to 5)

gramrel 2> NOUN + verb plan cover
collocate 1 > covers
Collocation frequency (Advanced Options)
Statistical measure (Advanced Options)
example (up to 5 - Advanced Options)
collocate 2 > cover
Collocation frequency (Advanced Options)
Statistical measure (Advanced Options)
example (up to 3 - - Advanced Options)

Table 12: Microstructure adapted and expanded from Orenha-Ottaiano et al. (2020).

14
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According to the type of collocation and language, the collocations will have the
following syntactic structures applied to English:

AU VLU collocate T VCL U base

Table 13: Collocations’ Taxonomy and Syntactic Structures.

The syntactic structures or order of the elements of collocations may vary from one
language to the other. For example, adjectival collocations in Portuguese, Spanish and
French can have two different syntactic structure orders, depending on the meaning the
speaker wishes to convey:

Noun base AdjeCtive collocate
Adjective collocate + Noun base

Users will then have free access to PLATCOL’s basic microstructure dictionaries,
without having to sign in (as shown in Figure 2).

15
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PLATCOL Home About the PLATCOL Team Members Other platafgfms Contact John Doe

Search for an entry English *

Advanced Search

Other entries
Abstract
noun Abstract odective
Abstract vert
1. a summary of ideas or content usually presented in a book, article, or speech Abstraction noun

Abstract art noun
verb + ABSTRACT collocations

Advanced options
accept abstract

This emait will be sen e required to make major revisions letting them know if their

[0 show collocation taxonamy
| @ Ses more [ show collocation frequency
(O show callocation statistics

(O show translationis

abstract was accepted or refec

publish abstract

She published an abstract in Decer

er 2017 and hopes to publish a full paper describing her

techniques later this year. @

review abstract

The erganising committee will review the abstracts and confirm acceptance. @ Ses

submit abstract

He submitted an abstract to the organis r received news that he

had been selected. @

About the PLATCOL plataform About us Quick Links

PLATCOL is an Online Platform of Multiingual Team Members ‘What are collocations? . ; . i
Collocations Dictionaries. It gims to promote learning . Sao Paulo Research Foundation
e e s e Sicust e et At el L S S QEesS platetentne Register

that the dictionaries’ users can develop proficiency Contact Login

and fluency as well as achieve native-like naturalness
in many different languages. So far PLATCOL
comprises of five languages: English, Portuguese,
French, Spanish and Chinese. However, more
languages will be coming soon.

Publications References
Séo Poulo State University

Detabase Research Group - GBD / SGo Paulo State University, Brazil, 2021

Figure 2: Screenshot of basic structure of an entry.

Besides the basic microstructure, Advanced options will be available if a user opts to
sign in, according to their profile.

A new dictionary structure will be available so users can choose from items in a Menu
containing the following elements:

| | Collocation frequency

Collocation’s statistical information: it provides users with statistical
measures so that they can check or analyze the results of each
collocation’s frequency of co-occurrence

Taxonomy of Collocation

0o 0O

Translation of collocations

Table 14: Dictionary’s menu options.
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Figures 3 and 4 show the dictionary structure generated by the items chosen from a
menu in Advanced options.

About the PLATC ‘Team Members Other platafgfms C John Doe

Search for an entry

Advanced Search

. Oth tri
Ob_]ect (e er entries

verb Object naun
Objective noun
1. say that you disapprove of or do not agree with something Objective adectie

Objectively aavert
adv. 4+ OBJECT collacations

Advanced options

loudly object (Freq. 194 (TS 135 17.53 - LogDice 5.64 )
Barton said she thinks maitied soidiers are being allowed to quarantine at their hames because their [ show collocation taxonomy
spouses would loudly object if they had to stay in tents or barracks. @ See e show collocation frequency
Show callocation statistics
Score
strongly object (Freq 3176 ) (TS55.40 - MI 5.87 - LogDice 5.34 ) B Mutual information

LogDice
[J'show translations

| strongly object to that practice. nts

ve a right to know

vehemently object (Freq 376) (751939 - MI 19.77 - LogDice 8:90 )

Being

on of o convict, Ne

man vehemently abjected to the relatior

0 Maria and Tom

eloped to Melbournie in 1

About the PLATCOL plataform About us Quick Links

PLATCOL is an Online Platform of Multilingual Team Members What are collocations?

Collocations Dicti jes: It oims te I i Sdo Paulo Research Foundation
iloestietes Bictioreorc S owna s prarecte g SNIEEE SRt Register

and translation of collocations more effectively, so
that the dictionaries’ users can develop profidency  Cantact Login

and fluency as well as achieve native-ike naturalness L Heferenites

in many different languages. So far PLATCOL
comprises of five languages: English, Portuguese,
French, Spanish and Chinese. However, more
languages will be coming soon.

Sdo Poulo State University

Database Reseorch Group - GBD / Stio Paulo State University, Brazil, 2021

Figure 3: Screenshot of the advanced option microstructure (the entry is a verb).
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Home About the P 0 Team Members Other platafgfms Contact John Doe

Search for an entry Engl

Advanced Search

Ab Other entries

stract (Freg 514529

adjective Abstract roun
Abstract vers

1. related to general ideas and not to real things or events ABSHRBIN

Abstract art noun
adv. + ABSTRACT collocations

, R Advanced options
highly abstract (Freq 1,696 ) (75 36.87 - M1 13.19 - LogDice 4.19 )

But we ¢

gine the highly abstract r

e ("Be pos

[ show collocation taxonomy
from proper t f the of proper beha

8 show collocation frequency
Show collocation statistics

B 1-score
2. (of paintings) concerned with shapes and patterns and not to images of real B mutual information
things or people B LogDice

(O show translations
adv. + ABSTRACT collocations

0gDice 6.21 )
t- their geametrically

iepth of space by means of a perspective

About the PLATCOL plataform About us Quick Links

PLATCOL is an Online Platform of Multiingual Team Members ‘What are collocations?

Collocations Dictionaries. it aims to promote leaming . Sao Poule Research Foundation
2 5 3 Others plataforms Register

and translation of collocations more effectively, so

that the dictionaries’ users can develop proficiency Contact Login

and fluency as well as achieve native-like naturalness ez
- Publications References

in many different languoges. So far PLATCOL
comprises of five languoges: English, Portuguese,

Sdo Paulo State University.

French, Spanish and Chinese. However, more
languages will be coming soon.

Database Research Group - GBD / Sio Paulo State University, Brazil,

Figure 4: Screenshot of the advanced option microstructure (the entry is an adjective).

Additionally, a user may opt to click on Advanced options and choose to see the
translation equivalents of the sought entry (plan) and its collocations in, for example,
two more languages of the platform, Portuguese and Spanish (Figure 5).
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Home About the PLATC Team Members Other platafgfms Contac John Doe

English

Advanced Search

PI Translations of Plan
an

noun = Plano
Z=Plan

1. A detailed proposal for achieving something in the future

Other entries

verb + PLAN c ations

develop plan Plan e
Plane noun

We developed a plan, secured the dedicated sales tax, and we now have o budget of $10 mil Plariet s

vear for the n ars. @ S Plant noun

Translations

Advanced options

desenvolver plano (Partuguese

O show collocation taxonomy
(O show collocation frequency
(O show collocation statistics

O estabeieci

to de grandes objetivos paro a Educagtio fol um passe importente, mas e pais nio
desenvolveu um plano estratégico de como avangar na qualidade educacional @

Show translations

desarroliar plan ( Sps ) B Fortuguese @
Lo ciudfod e Nueva York desarrolld su primer plan cultural integrol empléands una definicion amplio de LlEnglish =g
) . ) & spanish I
cultura  escud tentamente o los expettos: erganizacionss artisticus, defensoies, academicos =
O French kg

organisimos de I ciudad y decenas de miles de neayarquinos. @ O chinesemm

phrasal verb + PLAN collocations

come up with plan

South Korea came up with a plan to cut down smoking. The opposite happened. @ See e

Translations

proper plano ( Portuguese )

sl propds um plenc de paz para o i

2 prevé urm aciagdes entre

cir-foga seguido e ne

deciarou nesta tergo-ferra o ministro iraniane das

tes coordenadas por mediadore

rongeiros,

Exteriores @

idear plan (Spanish )

[} Currdis iddeo un plan - que en porte impicaba ko tilizocion de prcticas freguiures previos- pora

aiterar eiertas magnitudes can refiejo directo er ei ebitds. @

About the PLATCOL plataform About us Quick Links

PLATCOL is an Online Platform of Multiingual Team Members What are collocations?

Collocations Dictionaries. it aims to promote leaming Sao Paulo Research Foundation
£ 2 7 Others platoforms

and translation of collocations more effectively, so

that the dictionaries’ users can develop proficiency Contact Login

and fluency as well as achieve native-like naturalness
References

in many different longuoges. So far PLATCOL
comprises of five longuages: English, Portuguese,
French, Spanish and Chinese. However, more

Sdo Paulo State University

languages will be coming soon.

Database Reseorch Group - GBD / Sao Paulo State University, Brazil, 2021

Figure 5: Screenshot of a user’s choice for a translation equivalent of the entry plan.
Of course, future developments of the platform will take into account user feedback.

With respect to post-editing and validation of entry structures, the research will
undertake the following three phases (traffic lights phases), indicating to users their
status:
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Data revised by one member of the team (reviewer 1), but may still need a second evaluation
and/or some adjustments or corrections. This time, there will be an orange icon.

PHASE 2

Table 15: Phases for post-editing and validation of entry structures

This strategy allows users to have access to all entries, collocations and automatically
extracted data without having to wait until the whole validation process is over.

As this is an ongoing project, some methodological aspects as well as macro and
microstructure decisions may still be changed or reshaped, with a view to best adjust
the platform to the new languages investigated as well as to users’ different
lexicographical needs. Matters regarding the number of collocations or the amount of
data to be displayed on the collocation dictionaries’ screen as well as types of filter
(Kosem et al., 2019b), aiming to help users find relevant information according to their
profile and needs, are still being investigated and will be further discussed in future
work.

4.3 Dictionary typology and directionality

Regarding the coverage of languages, the platform can display monolingual, bilingual
or multilingual dictionaries. With regard to directionality, collocations are retrieved
from all corpora languages and will be automatically translated and post-edited in the
following directions:

from English into Portuguese;
from Portuguese into English;
from Spanish into Portuguese;
from Spanish into English;

from Chinese into Spanish.

These directions serve only for research purposes. It is worth mentioning that another
pair or group of languages can be chosen since the corresponding settings are manually
entered into the system, regardless of the automatic retrieval process. Once a
collocation in a given language is registered, translations into other languages can also
be manually defined in the system.

Once translation pairs between collocations are identified and registered in the system,

20



Proceedings of eLex 2021

making up a multilingual database, it becomes possible to identify and automatically
suggest new translations among other languages. This process occurs through an
inference-based algorithm, built from an inference hypothesis related to the composition
of multiple translation dictionaries: if word A translates into word B which in turn
translates into word C, what is the probability that C is a translation of A? Studies
developed under this hypothesis (e.g. Mausam et al., 2010), presented significant results
in relation to the analysis via inference of translation pairs between different languages.
In this process, the algorithm performs the analysis of previously registered
translations, identifies other translation pairs via inference, and shows lexicographers
the possibilities of translations, who must analyze the reliability and quality of the
translation found.

For example, the collocations “develop a plan”, in English, and “desenvolver um plano”,
in Portuguese, are equivalents. Similarly, the collocations “desenvolver um plano”, in
Portuguese, and “desarrollar un plan”, in Spanish, also have a translation relationship.
This way, even if it has not been previously identified in the automatic extraction
process, the relationship between the collocations “develop a plan”, in English, and
“desarrollar un plan”, in Spanish, will be automatically inferred.

4.4 The Dictionaries and CEFR levels

Second language teachers have classified collocations into different CEFR levels, but
this classification is not common in collocation dictionaries. Even in learners’ English
dictionaries which include the level of CEFR, such as Cambridge, the level is assigned
to the headword, but there is no information about the collocations under the
headword. For example, the noun crime, assigned as B1. There is no information about
collocations such as commit crime, charged of crimes or alleged crimes which appear
as examples and do not seem to belong to the same level. We are interested in the
relevance of collocations for all levels and, therefore, this dictionary should include
collocations for all CEFR learners.

This claim leads to the challenge of establishing criteria to assign collocations to a
specific level. There are different approaches. The English Vocabulary Profile (Capel,
2010) adds data from learner corpora to frequency information obtained from English
corpora or vocabulary lists to determine the lexicon non-native speakers should know
at a given level. DICI-A (Dizionario delle Collocazioni Italiane per Apprendenti), on
the other hand, takes a corpus of native speakers as a reference point (Spina, 2016) and
uses a set of parameters to determine the level of collocations it includes: the frequency
and dispersion of a collocation in the corpus, its function (expressions with descriptive
meaning versus marks of textual organization and pragmatic elements) and the topic
with which the collocation in question is associated. As for Spanish collocations, Garcia-
Salido and Alonso (2018) choose frequency in the corpus to level the collocations of the
DiCE, but taking as a point of departure the collocations included in the Plan
Curricular del Instituto Cervantes (Instituto Cervantes, 1997-2016). By means of
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analysis of a sample of collocations included in both the dictionary and the Plan
Curricular del Instituto Cervantes, a negative correlation was found between the
levelling proposed for those collocations in the Plan Curricular and the corpus
frequency; that is, higher levels correspond to lower frequencies, and vice versa.

A challenge for assigning CEFR levels in a multilingual collocation dictionary is to find
the equivalence between different languages. For instance, according to frequency
criterion, a given collocation in a language could be assigned to B1 level, however, its
equivalent in another language could be classified into a lower or higher one, according
to the same criterion. For example, even though the collocations black coffee, café solo,
café noir, and café preto could be considered translation equivalents, they are not found
equally in different language corpora and may not be assigned to the same CEFR level.

5. Conclusion and further work

This paper outlined a corpus-based methodology for the development of the Online
Platform for a Multilingual Collocations Dictionary, PLATCOL. It described the
lexicographical features developed to compile PLATCOL’s collocations dictionaries and
presented their macro and microstructure.

We also discussed the automatic approaches to annotate corpora with lemmas, PoS-
tags and dependency relations in the five languages of PLATCOL. Automatic methods
to extract candidate collocations were also explained as well as statistical measures and
distributional semantics strategies to select the candidates described, highlighting the
relevance of post-edition in the lexicographical process.

The collocations dictionaries’ prototypes were presented to illustrate PLATCOL’s
customized design, layout and lexicographical features, stressing the importance of
developing an innovative customization methodology tailored to users’ needs and
specifically designed for a collocations dictionary. Hence, we hope to contribute to
future lexicographical and phraseological /phraseographical research.

For future work, we will take advantage of the strategy presented by Garcia et al.
(2019¢) to gather candidate translations for each selected collocation. This approach
generates lists of bilingual collocation equivalents, which will be then reviewed by those
lexicographers with a good proficiency in each language pair, approving those proper
equivalents which have been automatically extracted by the system, and providing new
translations when necessary.
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Abstract

The Humanitarian Encyclopedia (HE) is an ongoing corpus-driven project that aims at
defining and documenting the dynamics of 129 concepts that are particularly controversial,
fuzzy or ill-defined within the humanitarian action domain, thus enhancing communication
in a sensitive area. In the HE, each entry is created according to an approach that
combines corpus-driven knowledge with expert knowledge. Concept entries are authored by
field experts who are provided with a Linguistic Analysis Report (LAR) created by a team
of linguists. In LARs, HE linguists support their claims by i) presenting, quantifying and
categorising textual data and by ii) making comparisons among subcorpora, which are
created based on the corpus metadata (i.e. document type, region, organisation type,
publication year). This article presents the visualisations created by HE linguists to
represent both semantic information (i.e., conceptual combinations and non-hierarchically
related concepts) and quantifiable concordance and collocational data. This includes
approaches to disaggregating measures according to different kinds of subcorpus types and
strategies to represent collocational intersections among subcorpora (i.e., collocates
occurring in multiple subcorpora) as well as collocates unique to each subcorpus. Other
concept-specific visualisations were also designed and are examined in this article.

Keywords: lexical data; visualisation; concept

1. The Humanitarian Encyclopedia: a Corpus-Driven Project

with Lexical Data Visualisations

The Humanitarian Encyclopedia (HE; https://humanitarianencyclopedia.org/home)
is an ongoing corpus-driven project that aims at defining and documenting the
dynamics of 129 concepts that are particularly controversial, fuzzy or ill-defined
within the humanitarian action domain. In the humanitarian domain there are
many stakeholders (i.e. academics, practitioners, decision-makers) who do not
always share a consensual understanding of humanitarian concepts, such as
VULNERABILITY, RESILIENCE or AID DEPENDENCE. Although, at least theoretically,
they all share common principles and values, even the wvery mnotion of
HUMANITARIANISM raises controversial issues. The humanitarian sector is thus a
highly dynamic domain due to different factors, such as history, academic and
professional disciplines, culture, religion, organisational cultures and contexts, which
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are the reasons behind both its richness and controversies. Conceptual controversies
raise operational, political, societal and educational challenges that can hinder the
effectiveness of humanitarian action in a global world.

In this context, the initiative of the HE aims to cover an existing gap in the
humanitarian sector contributing to the public good. As acknowledged on its
website there is a current need for ‘'creating a common understanding and
formulation of the key humanitarian concepts to build bridges and promote an open
dialogue to improve collective humanitarian action".

In the HE, each entry is created according to an approach that combines corpus-
driven knowledge with expert knowledge. Concept entries are authored by field
experts who are provided with a Linguistic Analysis Report (LAR) stored in the
Linguistic Analysis Portal for the Humanitarian Encyclopedia
(https://sites.google.com /view /humanitarianencyclopedia). A team of linguists is in
charge of producing LARs for each concept based on data extracted from a corpus
of humanitarian texts. Every LAR provides an overview of how a concept is
understood explicitly and implicitly in humanitarian discourse and proposes a
definitional template for it. Each LAR is generally composed of the following
elements:

— Frequencies, which allow experts to see the regions, document types, years
and organisation types where the concepts appear more relevant.

— Definitions, whether standardised and authoritative (if found in the corpus),
or ad hoc (based on implicit categorisation), together with a summary of
definitional elements and a comparison based on corpus metadata.

— Related concepts: indicating how concepts change their relational behaviour
based on organisation type, geographical regions or time (e.g. causes and
consequences, affected population, subtypes classified on different
conceptual dimensions, ways of managing humanitarian concepts, etc.).

— Frequent collocations, mostly nouns, adjectives and verbs, showing other
surrounding concepts in the corpus, which allow experts to understand the
different facets of the concept over time and across organisations.

— Synonyms and antonyms, where applicable, together with the sources from
which they were extracted.
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— Usage over time, where applicable, according to both the HE corpus and
Google Ngram Viewer.

— Trends, debates and controversies surrounding each concept, which is one of
the richest elements and requires extensive manual curation.

HE linguists decided to include visualisations to aid their own analyses and make
lexical data more accessible and thought-provoking for HE authors, which, due to
space limitations, is the focus of this paper.

Projects driven by lexical data require visualisation strategies that facilitate data
interpretation and enable knowledge transfer (Allen, 2017). Firstly, making sense of
any kind of data without the support of graphical representations constitutes a
cognitively challenging task, and linguistic data is no different (Siirtola et al., 2010).
Secondly, in a multidisciplinary project where linguists and field experts interact,
the visualisation of lexical data serves as an intermediary between both
stakeholders.

The remainder of this paper is structured as follows. Section 2 describes the
materials and methods used by the HE linguists. Section 3 presents the
visualisations created to support lexical data interpretation. In Section 4
conclusions and future lines of research are presented.

2. Materials and Methods

This section describes the materials and methods used to create datasets of lexical
data and to build visualisations based on such datasets.

2.1 Materials

2.1.1 Sketch Engine

Sketch Engine (www.sketchengine.eu) is a browser-based software that enables
users to build, analyse and query corpora (Kilgarriff et al., 2004). It contains many
tools and functionalities that can be combined. Table 1 provides a summary of the
main tools and functionalities used for the purposes of this work.
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Tool Description

Functionality

Description

Queries a corpus and return results
in context, which can be sorted,
Concordance filtered and processed with many
additional functionalities. Complex
searches are conducted with CQL".

Hide
Sub-Hits filter

Removes sub-hits
from matches
obtained with queries
containing ranges
(e.g., {1,3}), only
keeping the longer
results.

Computes frequencies
from results,

Frequency .
generating frequency
reports.
Compute collocations
Collocations P

from results.

Word Sketch Provides a summary of a search
term’s  collocates and  other
surrounding words. Results
categorised by grammar relations
defined by a file containing a set of

rules known as sketch grammar.

Table 1: Main tools and functionalities used in Sketch Engine.

2.1.2 The HE Corpus

The HE Corpus is a collection of 4,824 humanitarian documents published between
2004 and 2019, which amount to a total of 84,926,707 tokens and 71,201,157 words.
Documents are tagged with metadata according to the type and subtype of issuing

organisation, region, year of publication and document type. These are referred to

in Sketch Engine as text types. Table 2 contains all metadata fields and values

associated with each document save for organisation subtype because it is not used

in the visualisations described in this paper.

The corpus was uploaded onto Sketch Engine and processed with a custom sketch

grammar that combines Sketch Engine’s default sketch grammar for English with

! Corpus Query Language (CQL), as referred to in Sketch Engine documentation, is a
concordance notation that allows users to search corpora for complex grammatical and
lexical patterns. It is based to a large extent on the Corpus Query Processor language (or
QQP-syntax) implemented in Corpus Workbench and developed by Christ et. al (1999).
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the EcoLexicon Semantic Sketch Grammar (Leén-Aratz & San Martin, 2018) and
an unpublished set of rules for multi-word term extraction (see Section 4.5).

Text Types Classes

NGO (Non-Government Organisations), NGO__Fed
(NGO Federations), IGO (Intergovernmental

Organisation Type Organisations), RC (Red Cross/Crescent), Net
(Networks), Found (Foundations/Funds), State
(Government /State Entities), RE (Religious Entities),
C/B, Project and WHS

Region Africa, Asia, CCSA (Caribbean, Central and South
America), MENA (Middle East and North Africa),

North__America, Oceania

Year Between 2004 and 2019

Document Type General__Document, Activity  Report, Strategy

Table 2: Pertinent text types in the HE Corpus

2.1.3 Tableau

Tableau (www.tableau.com) is a commercial data visualisation software, which has
been used in previous projects to visualise linguistic data (Allen, 2017; Desagulier,
2019). It interprets datasets in multiple formats and provides the user with a
graphic interface that enables him or her to create visualisations by combining a
wide range of options. The visualisations described in this paper were created with
Tableau Desktop. To embed our visualisations on the website where the LARs are
published, each visualisation has to be uploaded onto a Tableau Public profile
(https://public.tableau.com/).

2.1.4 Google Data Studio

Google Data Studio (datastudio.google.com) is a browser-based visualisation
solution similar to Tableau. It is solely used to create filtrable and searchable tables
(see Section 4.7) because Tableau does not offer such visualisation option.

2.1.5 Spreadsheet software

To create datasets in supported formats, we used Microsoft Excel for the
visualisations built with Tableau, and Google Sheets for Google Data Studio.
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2.2 Methods

This subsection provides a brief overview of the methods used to extract data from
the HE Corpus with Sketch Engine and to create the datasets in a way that can be
interpreted correctly by Tableau. For clarity, specific steps and procedures for each
visualisation are described in Section 4.

Data is extracted from the HE Corpus through two methods with the Sketch
Engine querying functionalities. The first method entails querying the corpus with
CQL expressions by using the Concordance tool and its processing options (see
Table 1 in Section 3.1.1). With this method, we aim at creating datasets that
contain string value fields for lexical units and associated measures. This method
also enables us to conduct restricted searches in specific portions of the corpus (i.e.,
subcorpora) by specifying document metadata in our CQL queries. A second
method uses the Word Sketch functionality to query the corpus. Data is therefore
collected from specific grammatical relation reports.

Data Fields Data Type in Description
Tableau
Lexical units = Dimension Any word or words extracted by querying the corpus (e.g.,
(string) concordance matches, multi-word expressions, collocates,
contexts, etc.) to be displayed in a visualisation.
Organisation  Dimension
type (string)
Year Date
. . Metadata values from documents in the corpus
Document Dimension
type (string)
Region Dimension
(string)
Frequency Measure
(absolute (whole number)  Number of occurrences in the corpus
frequency)
Relative Measure Subcorpus frequency divided by the frequency of a query
frequency (decimal in the entire corpus; expressed as a percentage (Kilgarriff
percentage) et al., 2015)
logDice Measure Score expressing typicality of extracted collocations;
(decimal independent of corpus size and recommended to compare
number) phenomena among subcorpora (Rychly, 2008)

Table 4: Data fields used to build the visualisations
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In Sketch Engine, each query generates a report that we treat with spreadsheet
software to create CSV files with a data structure that can be processed by Tableau.
These datasets are built by processing data fields and values from reports for single
queries obtained from Sketch Engine, as well as combining results from multiple
reports. Table 4 details all the data fields sourced from Sketch Engine reports and
used to build datasets.

3. Visualisations

This section presents the visualisations created to support lexical data
interpretation in LARs. Each subsection is organised around the datasets used to
build each visualisation. Visualisations built with the same dataset are discussed in
the same subsection. Unfortunately, due to length constraints, we will not provide
detailed instructions of how each visualisation was built on Tableau.

By default, all LARs contain at least six visualisations, namely:

— a frequency histogram, disaggregating frequency by year of publication,
organisation type, region and document type;

— a map, representing absolute frequency and relative frequency by region;

— a collocation histogram, showing the collocates by year with the highest
logDice score;

— a dual axis bar and line chart, representing relative frequency and absolute
frequency by year, region, organisation type and document type;

— a unique collocate packed bubble chart, representing collocates unique to
each organisation type and their logDice scores; and

— a bar chart, representing collocates shared by more than two organisation
types.

Additional visualisations are created depending on the nature of each concept entry.
This article also covers the following ad hoc visualisations:

— square treemaps, detailing conceptual combinations and coordinated
concepts;

— a histogram, representing manually curated contexts to represent conceptual
development across time; and

— sortable and searchable tables containing manually curated contexts.
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3.1 Frequency Histogram

A frequency histogram represents the frequency of a search term disaggregated by
year of publication. This only requires a simple dataset that can be easily obtained
from Sketch Engine. With it, our histogram can also disaggregate yearly frequencies
by organisation type, region and document type.

To begin, we query the corpus with the Concordance tool by using the CQL
expression [lemma_lc="z"| where z is the term or list of terms designating a
concept. We then use the Frequency functionality to compute the frequencies of the
search words in the concordance lines. Lastly, we select the Line Details pre-set,
which generates a report detailing every document in the corpus that contains the
search term. Each record represents a document and details all its text type
metadata, frequency and a percentage of the total concordances (see Figure 1). This
report is exported as a CSV file.

Class.DATE Class.ORGANIZATION_SUBTYPE Class. TYPE Class.REGION Class.ORGANIZATION_TYPE Class.ID Frequency % Of conc.

2013 IFRC General_Document Europe RC GD-101 21 5.92 % —
2014 NGO_Nat General_Document Europe NGO GD-255 16 4.51% —
2005 0 General_Document  Europe cB GD-36 15 4.23%  —
2013 RCNS Activity_Report Asia RC AR-3568 12 3.38% —
2014 IFRC General_Document  Europe RC GD-102 1 3.10%  m—
2015 IFRC General_Document Europe RC GD-99 8 225% —
2016 NGO_Int Activity_Report North_America NGO AR-2006 8 2.25%  —
2018 IFRC General_Document Europe RC GD-137 8 225% —
2011 0 General_Document  Europe cmB GD-56 7 1.97 % o

2007 0 General_Document Europe cB GD-45 7 1.97 % —_—

2013 uo Activity_Report Europe NGO_Fed AR-2675 7 1.97 % o

2008 0 General_Document Europe cB GD-46 6 1.69 % —

2012 NGO_Nat General_Document  Europe NGO GD-251 6 1.69%  w—m

Figure 1: Frequency Line Details report for LEAVE NO ONE BEHIND

The resulting raw CSV file requires minimal treatment with spreadsheet software
because the target data structure mirrors the one generated by Sketch Engine, as
can be seen in Figure 1. This means creating a spreadsheet with each row
representing a document, six columns containing text type metadata and a seventh
column containing frequency values. The percentage of total concordances is
discarded. After treatment, the CSV file is ready to be added on Tableau as a data
source.

In Tableau, fields for text type metadata are set as dimensions, whereas frequency
is set as a measure. Figure 2 shows the default view of our frequency histogram as
published in the LAR for LEAVE NO ONE BEHIND. On the right there are three toggle
options that allow users to further disaggregate frequencies by increasing the
number of axes.

Field experts can thus observe that LEAVE NO ONE BEHIND appears mostly in
documents published in Europe, followed by North America. Overall, the top five
contributors in terms of occurrences are IGO, NGO, NGO_Fed, Net and State
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organisations. IGO documents generate more than half of all occurrences in the HE
Corpus. Contributions from other organisation types are significantly smaller.

Figure 2: Default view of the frequency histogram for LEAVE NO ONE BEHIND

m State
W Project
HRC

W WHS
200 B Found
mcB

W RE

Org
All or

Number ¢

100

i =

0__---. S =ﬁ§. e N
N [} < wn o ~ © o ‘v: [} < w o ~ © [} < w w ~ © o
o (=] o (=3 (=} [=} (=3 (=} o o (=} (=] o (=} (=} o (=} (=} o (=} (=} (=3
N N N N N N N N o N N N N N N N N N N N N N

Figure 3: A dynamic axis view disaggregating
yearly frequencies by document type.
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3.2 Map and Relative Frequency Bar Charts

Comparing absolute frequency and relative frequencies can be achieved by building
a dataset for each concept. It can be used to create two visualisations. The first is a
map representing absolute and relative frequencies by region. The second
constitutes a set of bar charts that focus on comparing absolute and relative
frequencies disaggregated by year, organisation type, region and document type.

As with the dataset described in Section 4.1, we queried the corpus with the
Concordance tool by using CQL. In the Frequency functionality, we used instead
the Text Types pre-set, which generates a report detailing the absolute frequency,
relative frequency and percentage of total concordances for each text type in the
corpus. Figure 4 shows part of this report with values for organisation types and
subtypes.

Text type reports as CSV files require more treatment with spreadsheet software.
Each record in the report corresponds to a kind of text type, and this is not
specified in the raw CSV file. This means that all text types are contained in the
same column. For this reason, a new column has to be added to disambiguate text
types. Figure 5 illustrates the spreadsheet treatment process to obtain a data
structure that can be interpreted correctly by Tableau.

Class.ORGANIZATION_TYPE Frequency Relative % * % Of conc.
Od NGO 95 72 26.76 %
O RC 93 181.9 26.20 %
O cB 81 706.1 2282%
O NGO_Fed 45 80.2 12.68 %
O Net 15 79.6 4.23%
O WHS 10 793.2 2.82%
O Found 6 43.9 1.69 %
O 1GO 4 3.9 1.13%
O State 4 15.4 1.13%
O RE 1 121 0.28 %
Od Project 1 45.7 0.28 %

Rows per page: 500 ~ 1-11 of 11

Class.ORGANIZATION_SUBTYPE Frequency Relative % ? % Of conc.
O 0 105 2415 29.58 %
O IFRC 56 950.9 15.77 %
O NGO_Int 48 60.1 13.52%
O NGO_Nat 42 134.8 11.83 %
O RCNS 37 175.6 10.42%
O uo 35 189.1 9.86 %
O Net_GP 8 199.2 225%
O NGO_Fed_NA 7 25.2 197 %
Od NGO_Reg 5 27.9 1.41%
O UN_OPA 4 7.1 1.13%
O AA 4 195 1.13%
O NGO_Int_NO 3 489 0.85%
=] NGO_Nat_Net 1 37.1 0.28 %

Figure 4: Text type report for HUMANITARIANISM
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Class.DATE Frequency + Relative %
[=] 2013 58 157
g z: ;: ‘:‘: TextType Fr ‘Relative Fr
o 0 - - 2013 58 157
O s 5 2014 47 116.7
O wn » 2015 35 85.1
O 200 = 2016 30 73
O = 2005 29 1443
m} 2009 18 2011 20 66.3
m] 2017 18 2010 20 72.6
(m] 2018 17 2008 19 89.7
O an 15 2009 18 73.4
0 2e 13 2017 18 432
0 o 1 2018 17 60.7
I s : 2012 15 487
Rowsperpage: 500 ~ 2006 13 77
o Clasa REAION ki Releme ol "Frequency' "Relative frequency" :::: 200; 1: 4:;1
o ::,':p' = ki 266 120.3 Region  Europe 266 1203
B o et - 5 51 911 Region  Asia 51 91.1
[m] Africa 1 318 18 24.6 Region North_Amer 18 24.6
(m] MENA 5 264 1 318 Region Africa 11 31.8
m] Oceania 4 252 5 264 Region MENA 5 26.4
EEY Oceania 4 25.2 Region Oceania 4 25.2
Class.TYFE Froquency ¢ Relative % LYY class. TYPE  "Fr ' "Relative fr DocType  General_Dot 189 216.5
O General_Document 189 2165 B3 General_Doc 189 216.5 DocType  Activity -Rep 147 263
L] S ey e i ¢ E Activity_Rep 147 46.3 DocType Strategy 19 101.9
(] Strategy 19 101.9 19 101.9

Figure 5: Spreadsheet treatment for a text type report

In Tableau, fields for Class and Text Type are set as dimensions, while absolute
frequency and relative frequency are set as measures. As shown in Figure 6, our
map represents, for each HE region, frequency with solid colour bubbles and
relative frequency with a ring around each bubble. Tableau comes with a great deal
of predefined geographical units for disaggregation such as countries, US states,
Canadian provinces, European NUTS, among others. However, these do not match
HE regions. By means of calculated fields, we linked our HE regions to a country
whose location on the map serves as a good anchor point for each bubble. For
example, the Europe bubble is anchored to Denmark, whereas the CCSA (Central
Caribbean and South America) bubble is anchored to Bolivia.

Europe
B Occurrences: 145
' Relative Frequency: 107.80% B

|©2021 Mapbox © OpenStreetMap
H#+ableau < g i@

Figure 6: A map for HUMANITARIANISM
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The same dataset can be used to build visualisations that compare relative
frequency with absolute frequency, disaggregating by text type, namely year, region,
organisation and document type. This entails building four different bar charts,
which can be presented together with a Tableau story. Figure 7 shows the default
view of this story, a histogram representing relative frequency as bars and absolute
frequency as a superimposed line. To view the other three disaggregation options,
users can use the buttons located at the top.

Exploring the visualisation in Figure 7 in detail sheds light on the temporal
evolution of PARTICIPATION. Collectively, its occurrences were highest in 2015,
whereas 2013 saw the highest relative frequency with nearly 160 %; European
general documents generated the greatest number of occurrences; and the top five
organisation types with the highest relative frequency of participation are WHS,
C/B, RC, NGO_ Fed and Net.

4500

120%
4000

Relati : 100%
1000, -Seiative frequency: 100% e

3000

80%

Relative Frequency

nN
Number of Occurrences

ano/.

Figure 7: A Tableau story showing a histogram comparing
absolute and relative frequency for PARTICIPATION
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3.3 Top Yearly Collocate Histogram

To explore the evolution of collocates for a given search expression (which can be
highly informative when analysing concept dynamics), a dataset can be built by
conducting multiple queries in Sketch Engine. This dataset has to contain the
necessary information to disaggregate collocates by year and organisation type.

To begin, we conduct multiple queries so as to obtain collocate reports for each
year. This can be achieved by specifying document metadata in each CQL query.
Firstly, we query the corpus with the Concordance tool by using the expression
[lemma_ lc="z"| within <class(DATE="y")>, where z is the term or terms
designating a concept, and y is a year of publication. Once a list of concordances is
generated, we then select the Collocations functionality, which computes
collocations of the search term or terms. Even though Sketch Engine encourages the
use of its Word Sketch tool for this purpose, there are unfortunately two issues with
this. The first is that it can only be used with lemma tags, which means that
capitalised occurrences are automatically discarded. The second is that it does not
work well with multi-word expressions, which is the case for many of HE concepts.
In the Collocations functionality, we set a range of -3, 3 and select lemma
(lowercase) as the computation attribute. Finally, a collocational report is
generated, which contains all extracted collocates and a set of measures. This step
has to be repeated 15 times, changing the year of publication for each query. For
the purposes of our dataset, we are interested in the collocates and their
corresponding logDice score.

For yearly organisation type-specific collocation reports, we query the corpus with
[lemma lc="z"] within <class(DATE="y") & (ORGANIZATION TYPE ="2" >,
where z is the code of the five organisation types with the highest absolute
frequency. As with organisation type-unspecific reports, collocational reports are
generated through the Collocations functionality with the same settings. This task
has to be performed 75 times, with all possible year-organisation type combinations.

Before all individual collocational reports are combined into a single spreadsheet,
we curate collocates manually to remove prepositions, truncated words and other
empty expressions from the lists. To ease the process, a stop word list is used,
which is continuously fed with removed collocates from previous tasks. With
spreadsheet software, records from organisation type-unspecific and specific reports
are added in the file with an additional column. Furthermore, a second column is
added to indicate the year of publication. This leaves us with a single CVS
containing collocates by year for the entire corpus, as well as collocates by year
disaggregated by organisation type.
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Top Collocates with Epidemic

endemic
endemic
. . Ebola Ebola .
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cholera
O
6
3 cholera

Figure 8: Histogram showing yearly top
collocates for EPIDEMIC across the entire corpus

With such a dataset, we can create collocational histograms that allow users to see
the top collocate for each year for the entire corpus (i.e., the whole set of
concordances), as well as disaggregated by the top five organisation types (i.e., the
five organisation types that generate the highest frequencies).

For instance, in the case of EPIDEMIC, epidemic types are the most salient collocates
over the years (SARS in 2005, cholera in 2010-2012, 2017 and 2018, Ebola in 2014-
15), zika in 2016). In 2006-7 and 2009 endemic stands out and the single verb in the
selection is generalize (2008). More recently (2019), pandemic-prone is the top
collocate, which reflects current concerns about epidemics. Pandemic-prone and
pandemic seem to have been relevant for IGOs and RC for longer (the top collocate
in 2013 and 2019 for IGOs’ and 2010, 2013 and 2016 for RC). IGO's top collocates
related to epidemic types also include meningitis (2007, 2009), whereas NGOs show
more interest in malaria (2007) and AIDS (2008, 2009). The only top collocates
related to epidemic management are found in texts by NGOs and C/Bs: combat,
forecasting and prevention. And the only collocates related to causes are mentioned
by NGO _Feds and NGOs: miningococal and waterborne.
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Top Collocates with Epidemic
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Figure 9: A histogram showing top yearly
collocates for EPIDEMIC in NGO documents

The building process in Tableau is similar to that of the relative frequency bar
charts (see Section 4.2) in that it requires multiple visualisations be presented
together with the Story functionality. Fields for collocates, years and organisation
types are set as dimensions, whilst logDice is set as a measure. As can be seen in
Figure 8, collocates are presented as colour circles placed in a histogram at varying
heights based on their logDice score. Figure 9 shows the top yearly collocates
obtained from NGO documents.

3.4 Unique and Shared Collocates

Reporting on collocates that are unique to a single organisation type constitutes a
way of ascertaining what a given organisation says about a concept that others do
not. Examining which collocates are shared by multiple organisations can help
identify what common areas among organisations when discussing a certain concept.

A dataset for this purpose can be built by corpus querying with a similar method
seen in Section 4.3. However, in this case, we use the CQL expression
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[lemma_lc="z"|within<class(ORGANIZATION_TYPE="y")>, which does not
specify a year of publication. The rest of the extraction process in Sketch Engine is
identical. The corpus has to be queried five times for each of the five organisation
types with the highest frequencies.

To combine the five collocational reports into CSV, a column is added in the
spreadsheet to specify the organisation type from which each record was obtained.
After this process, we have a dataset that enables us to compare collocates among
organisation types. In the same workbook in Tableau, the fields for collocates and
organisation types are set as dimensions, whereas logDice is set as a measure.
Collocates unique to each organisation type can be well represented with a packed
bubble chart (Figure 10). By means of a conditional set, collocates found in more
than one organisation type can be filtered out.

Organisation Type
W NGO
B NGO_Fed
M RC
cmB
W Net

Unique Collocates by Organisation Type

western

war

afghanistan
muslim

Figure 10: Unique collocates for HUMANITARIANISM

Collocates shared by multiple organisation types would be optimally represented by
Venn diagrams. Here, shared collocates can be understood as the collocates that
constitute intersections between organisation types, i.e., intersections between
subcorpora. However, Tableau does not offer an option to build Venn diagrams. For
this reason, we resorted to bar charts, which serve as a good alternative. With a
parameter, a dynamic conditional set and a filter, we can create a bar chart that
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shows which collocates are shared by two or more organisation types. As can be
seen in Figure 11, each collocate is represented by a bar that can be divided into
multiple colour sections. The colour of each section represents an organisation type,
while its size represents the collocate’s logDice score within that given type. Thanks
to a filtering parameter, users can filter collocates by the number of organisation
types in which they appear.

Show All/Filter

Grand Bargain - Shared Collocates
signatory
commitment
stream

workstream

Al
Filter
2 organisations
(o] >
Organisation Type
cB

mIGo

W Net
W NGO
B RC

localisation
needs
commit
summit

line | NGO
agreement
financing
framework
secretariat
call
engagement
implementation

meeting

meet

=)
o
=)
o
n
=)
N
o
@
S
2]
a

Hr+ableau C

<

Figure 11: Shared collocates for GRAND BARGAIN

Thanks to the visualisations in Figure 10 and 11, linguists can inform experts about
the collocating trends of humanitarianism. For instance, NGO documents feature
the unique collocates of relational, volunteerism, rational, replace, digital, member
and include, whereas C/B documents contain Islam, Muslim, modern, Western,
threat, Afghanistan, war and project, pointing to very different concerns. The top
collocates shared by two organisations are walue and crisis, whereas the only
collocate shared by three organisations is development. No collocates were found to
be shared by either four or five organisations, which could indicate that large
discrepancies are found in the conceptualisation of HUMANITARIANISM.

3.5 Square Treemaps

Square treemaps are an interesting option for the categorisation of multiple
elements, as well as measures associated with said elements. This section will
examine two case uses of this visualisation option within Tableau.
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3.5.1 Representing compound concepts

Complex nominals are phrases consisting of a head noun modified by other
elements, such as other nouns, adjectives and prepositional phrases. They are
considered as instantiations of conceptual combinations, whereby compound
concepts are formed by pre-existing simpler ones (Cabezas-Garcia & Chambé, in
press). Analysing the understanding of a concept in a given domain requires looking
at the conceptual combination that it forms. Square treemaps are an effective way
of representing such information.

MWterms_modifier

faith_leader 267 11.81
faith leaders

faith_community 173 11.24 <.
faith communities

faith_group 131 10.87 <.
faith groups

faith_actor 56 9.69 ..
faith actors

faith_based_organization 32 8.87 e»
faith based organizations

faith_based_organisation 26 8.54 .
faith based organisations

faith_tradition 21 8.3 «ee
faith traditions

faith_perspective 19 8.16 -«
from a faith perspective

faith_organisation 13 7.61 oo
faith organisations

faith_formation 13 7.61
faith formation

local_faith_community 12 7.49 o«
local faith communities

faith_network 11 7.37 e
faith networks and

people_of_different_faiths 11 7.37 e
among people of different faiths

other_faith_group 11 7.37 e
with other faith groups

other_faith_community 11 7.37 oo

with other faith communities

Figure 11: Word Sketch for MWTs for FAITH

Given that FAITH is designated by a monolexical term, we used a modified version
of Sketch Engine’s default sketch grammar, which is the backbone of the Word
Sketch tool. This custom sketch grammar is able to extract the multi-word terms
(MWTSs) in which the search term appears as both as a head or a modifier. On the
one hand, MWTs with faith as a head constitute hyponyms of FAITH (e.g.,
CHRISTIAN FAITH, ISLAMIC FAITH, LOCAL FAITH, etc.), which can also be classified
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according to different facets. On the other hand, MWTs with faith as a modifier
constitute conceptual combinations in which faith intervenes (e.g., FAITH LEADER,
FAITH COMMUNITY, FAITH IDENTITY, etc.), which would point to non-hierarchical
relations and event participants. To represent the conceptual compounds with faith
contained in the HE corpus, we extracted the MWTs with faith as a modifier
(Figure 12).

All extracted MWTs with their frequencies were transferred into a spreadsheet and
classified into conceptual categories by creating additional columns. Separately,
another spreadsheet was manually populated with sample contexts from the HE
corpus for each MWT, together with each context’s metadata.

Conceptual Concepts
< Categories
faith i faith based Talth act Conceptual Category
aith commun al s aith actor
o organisation Abstract Concepts
V| Collectives
Individuals

Faith Compound Concepts

faith group
131 occurrences
Collectives > -

Context: E

Itis alwa,vs ltiplied by gifts from individuals, corp ions, faith groups,
Rotary clubs, ethnic associations and campaigns such as the Combined
Federal Campaign and local United Ways and by iovemment grants.
Activity_Report, North_America ,Found, 0, 2017, AR-131

other faith other faith people of alliance of  different
‘community group different faiths  other faith

Figure 12: Square treemap providing
a summary of compound concepts with FAITH

In Tableau, both spreadsheets are joined with a union. The frequency for each
MWT is set as the measure, while compound concepts and context metadata are
set as dimensions. In a square treemap, each compound concept is symbolised by a
rectangle whose size represents its frequency in the corpus. As can be seen in Figure
12, when the user hovers a rectangle, a tooltip provides a sample context as well as
the details of the document from which it was sourced.

3.5.2 Representing coordinated concepts

In text, associated concepts may also appear in coordination. The Word Sketch
functionality can extract expressions linked to a search term through coordination
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with the conjunctions and and or. However, it is not powerful enough to extract
coordinated MWTs. For this reason, in order to create a dataset containing all
coordinated concepts with HUMANITARIANISM, we queried the corpus with the
following two CQL expressions:

— [tag="N.*|J.*"]{1,3} within ([lemma_ lc="humanitarianism"]
[word="and|/or"]
([tag="N.*|J.*"|{1,3}within[tag!="N.*|J.*"|[tag="N.*|J.*"|{1,3} [tag!="N.*"]))

— [tag="N.*|J.*"]{1,3} within
(([tag="N.*|J.*"|{1,3}within[tag!="N.*|J.*"|[tag="N.*|J.*"]{1,3} [tag!="N.*"])
[word="and|/or"] [lemma_ lc="humanitarianism'])

In brief, the above expressions extract both single-word and multiword expressions
coordinated with humanitarianism. Concordances were filtered with the Hide Sub-
Hits quick filtering functionality, which removes concordances including partial hits.
This is bound to occur when using ranges (e.g., {1,3}) to capture complex nominals.
Both sets of concordances were computed using the Frequency functionality, which
generated two report containing full coordinated expressions on both sides of our
search term.

Figure 12: Coordinated concepts with HUMANITARIANISM

Both reports were combined into a single spreadsheet containing frequencies for
each expression. As with the case use described in Section 4.5.1, a separate
spreadsheet with context samples was also built. Similarly, both data sources were
joined with a union in Tableau and visualised using the treemap functionality. The

48



Proceedings of eLex 2021

resulting visualisation provides a summary of the concepts coordinated with
HUMANITARIANISM (Figure 12). The analysis of conceptual compounds reveals that
humanitarian discourse is concerned with notional discussions about the concept of
HUMANITARIANISM. Other important aspects include the constituent elements of
humanitarianism (e.g. core values, language, activities, practice, etc.) and those
processes that affect humanitarianism (e.g. demilitarisation, politicisation,
sanctification, etc.).

3.6 Conceptual Development Histogram

Some concepts can be so specific that it pays to represent their development over
time. This is usually the case for compound concepts that generate a handful of
knowledge-rich contexts, which can be curated manually and classified into
descriptive categories. The compound concept of ACCOUNTABILITY TO AFFECTED
POPULATIONS is a highly specialised humanitarian concept that is formed by
AFFECTED POPULATION, a concept with constitutes a fully-fledged entry in the HE.

Numerous occurrences of its acronym — AAP — Indicate that the concept has
solidified.

A low number of occurrences allows a linguist to download and classify statements
manually into multiple categories, thus creating a heavily textual dataset. Using a
similar method as described in Section 4.1., a histogram can be built to represent
categorised contexts by year as shown in Figure 13.

Figure 13: A histogram representing the evolution
of ACCOUNTABILITY TO AFFECTED POPULATIONS (AAP)
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All contexts were classified into eight statement categories based on what
organisations say about it, namely: general measure, specific measure, current affair,
research, ethical basis, humanitarian concept, explicit definition and other.
Contexts in the general measure and specific measure categories describe measures
taken or that could be taken by organisations to increase ACCOUNTABILITY TO
AFFECTED POPULATIONS. Contexts categorised as a current affair describe the
concept as an ongoing concern in the humanitarian domain. The research category
includes contexts stating that research is either needed or being conducted to
increase and/or better understand ACCOUNTABILITY TO AFFECTED POPULATIONS.
The ethical basis category consists of contexts in which the concept is described as
an organisational value or principle. Contexts in the humanitarian concept category
state that it constitutes a humanitarian concept, whilst the explicit definition
category contain an authoritative definition for the concept as found in the corpus.
Lastly, contexts classified as other mostly include statements merely claiming that
a given organisation works towards AAP, as well as other marginal cases. This
statement classification system makes it possible to represemt how AAP develops
from vague mentions to more specific and defined mentions. In the visualisation,
hovering over each bar section to reveals more details about each mention,
including the context.

In 2011, APP began to attract attention as evidenced by a dramatic increase in
occurrences. Documents published in this year contain the two first mentions
pointing out that AAP is an ill-defined concept. It was not until 2015 that a
progressive increase surpasses the value for 2011. Mentions of conceptual vagueness
reappeared in 2015 and 2016. The greatest number of occurrences were obtained
from documents published in 2018, when a change in proportion of statement
categories can be observed. 2018 saw the only explicit definition of AAP as well as
a considerable increase of occurrences classified as ethical basis. 2019 also
experiences a change in proportion, with most statements being from the specific
measure and ethical basis categories. It also ceased to be referred to as a cross-
cutting issue or key current challenge.

Analysis suggests that ACCOUNTABILITY TO AFFECTED POPULATIONS crystallised as
a concept in 2018. This is when its first definition appeared, and the greatest
number of organisations claimed their adherence to it as a principle.

3.7 Filterable and Searchable Tables

Sometimes linguistic reporting for certain concepts may require presenting entire
sets of manually curated contexts. Reporting on explicit definitions is perhaps the
first step when describing the conceptualisation of a notion. For example, the HE
corpus contains many definitions for the concept of HEALTH in varying degrees of
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explicitness. As shown in Figure 14, these were presented in a sortable and
searchable table built with Google Data Studio. These are designed to allow users
to search and filter contexts.

Parent Conc - context  gquals

Region - | orgType

~ | Year -
~ | Doc 1D e

Doc Type ~ [l org subt

Parent Concept Definition Context Region Doc Type Org Type Org Subtype  Year Doc ID
Global priority High priority for on the global To respond to these challenges, WHO will improve  Europe General_Document  1GO UN_OPA 2006 GD-267
agenda partnerships with sister UN agencies and other
organizations to ensure that health is a high priority
on the global agenda and that appropriate resources
are provided for health action to prepare for and
respond to crises.
Basic toimprove the  ° Caritas believes that health is a basic requirement Asla Activity_Report NGO_Fed NGO_Fed_NA 2017 AR-148
quality of life to improve the quality of life and provides preventive
and curative health service under strategic goal-3, in
order to improve health education, care and public
health services.
Result of a complex Result of a complex condition This concept implies that heaith is the result of a Europe General_Document RC IFRC 2014 GD-102
condition dependent on a multitide of complex condition dependent on a multitude of
influencing factors with stem influencing factors which stem, above all, from living
from living and working and working conditions, the physical environment
conditions, physicial and people’s individual characteristics and
environment and people’s behaviours (WHO, 2014a; see Figure 6.2).
individual characteristics and
behaviours.
Right Right for which universal respect  If health is a right, fighting for its universal respectis  Europe Activity_Report NGO NGO_Int 2008 AR-1828
is a duty aduty.
Right Right for all and not the privilege ~ Convinced that health is a right for all and not the Europe Activity_Report NGO NGO_int 2010 AR-1830
afew privilege of a few, we have set ourselves the goal -
which is ambitious but achievable with everyone's
help Al of ensuring free assisted child delivery in
both normal and complicated situations.
Right Basic human right Although health is a basic human right, many people ~ Asia Activity_Report State AA 2010 AR2715
in developing countries face these risks to life.
Right Genuine right Our vision A world in which health is a genuine right.  North_America  Activity_Report NGO_Fed NGO_Int_NO 2015 AR-2890
Right; Public good; Individual human right; Universal  Essentially, the HDR 1994 advocated for the view MENA General_Document 160 UN_OPA 2009 GD-216
Duty of the state public good; Duty of state; that health was an individual human right and a
Ethical imperative; Condition for  public good that should be accessible o all. R was a
humanity's survival duty of the state, and in its own interest, to protect
this basic right, which represented both an ethical
imperative and a condition of its own survival
Security interest National and internativional PAHO produced a report, Health and Hemispheric North_America  Activity_Report 160 1GO_Reg 2010 AR3119
security interest Security, which argued that * health is a national and
international security interest” and an intrinsic part
of human security.
Subjective issue A very subjective issue Since health is a very subjective issue, our Europe Strategy NGO NGO_Int 0 54
deliberations are only just beginning
Vital goal of human  Vital goal of human secur Health is both a vital goal of human security thatis ~ MENA General_Document  1GO UN_OPA 2009 6D-216

influenced by non-health factors;
Aninstrumental capability that

influenced by non-health factors, and an
instrumental capability that significantly impacts

impacts other aspects of human
security

other aspects of human security.

1-25/25

Google Data Studio

Figure 12: A filterable and searchable table showing
a selection of explicit definitions for HEALTH

These tables are presented in a separate subpage and are mainly intended as
supportive evidence for a linguist’s claims in the many pages and body of his or her
LAR. By analysing explicit definitions, the linguist concludes that definitions are
built on three distinct conceptualisations of HEALTH: health as a state or condition,
health as human right; and health as a fundamental component.

These tables are also used in order to store and provide an interactive access to
debates and controversies, widely found in humanitarian discourse and manually
curated and categorised by HE linguists.

51



Proceedings of eLex 2021

3.8 Recapitulation

Table 5 provides a summary of all the visualisation types discussed in this paper. It
also contains a link to each visualisation on Tableau public and Google Data Studio

from which it can be freely downloaded.

Visualisatio . .
Purpose Dimensions Measures
n
To display the evolution of
F frequency over time, allowing Year, Organisation
requency . )
. users to disaggregate yearly type, Region, Frequency
Histogram . Y
frequencies by organisation type, Document type
document type and region.
Tp d}splgy the geographical Frequency,
distribution of absolute frequency . .
Map . Region Relative
and relative frequency among ¢
. requency
regions.
To compare yearly absolute
Relative frequenc%es and rglatlve Year, Organisation  Frequency,
frequencies, allowing users to A .
Frequency L2 type, Region, Relative
explore other distributions by
Bar Chart .. Document type frequency
organisation type, document type
and region.
Top Yearly  To compare most significant Lexical unit
Collocate collocates over time and among (collocate), Year, logDice
Histogram organisation types. Organisation type
. . Lexical unit
Unique To show collocates unique to .
oo (collocate), logDice
Collocates organisation types. .
Organisation type
Shared To show collocates shared by two Lexical unit .
o (collocate), logDice
Collocates or more organisation types. A
Organisation type
To provide a summary of the Lexical unit
. . : (compound),
Compound lexical compounds in which a
A Category, Context,
Concept search expression intervenes, L Frequency
. Year, Organisation
Treemap arranged by semantic A
categorisation and frequency type, Region,
’ Document type
To provide a summary of the Lexical unit,
Coordinated lexical units appearing in Context, Year,
Concept coordination with a search Organisation type, Frequency
Treemap expression, arranged by Region, Document
frequency. type
Conceptual  To display the evolution of the Context, Hypernym, None
Evolution conceptualisation of a notion by Context, Category, Year,
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Histogram arranging and categorising Organisation Type,
contexts with varying degrees of  Region, Document Type
definitional precision.

Hypernym,
Definitional
Filterable element, Context,
and To display a set of manually Region, None
Searchable curated contexts. Organisation type,
Table Organisation

subtype, Document
type, Document ID

Table 5: Summary of visualisations

4. Conclusions and future work

In this paper we have shown how data visualisation can have a two-fold role in a
corpus-driven project. It can assist linguists for the interpretation of corpus
information in a field where they are not experts, but it can also be especially useful
when serving as intermediary with field experts. Field experts, who are not familiar
with corpus linguistics or raw lexical data, can benefit from interactive
visualisations because they can freely interact with the data in a more intuitive
fashion and build their own claims, complementing those offered by the team of
linguists.

Most entries in the HE are expected to be written by external experts. Nonetheless,
linguist-expert interaction is still limited to an in-house humanitarian at the HE. At
the time of writing, only one LAR has been used to build a sample entry, which
served to validate the LAR-building process. This will also provide external experts
with a reference for guidance when writing their own entries. In addition, linguists
are also interacting with another in-house expert who is in charge of compiling a
list of concept-specific research questions. Sometimes, these questions may be
answered by querying the corpus. This form of linguist-expert interaction provides
linguists with concept-specific tasks and therefore contributes to shaping each LAR
by adding particularised sections. As content production is expected to scale up, we
will soon have more data on linguist-expert interaction, which will prompt a new

line of research and provide us with a new way to improve our data visualisation
skills.

In parallel, our efforts are currently centred on designing visualisations that
represent collocational intersections between subcorpora more satisfactorily. For
example, Venn diagrams with RStudio have the potential to replace our current
packed bubble charts in future LARs. Additionally, we are working on a system to
query the HE Corpus through Sketch Engine's API. At present, collocational data
is only being extracted from the top five organisation types with the greatest
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number of occurrences of a given term. To create histograms, collocates are also
disaggregated by year of publication. More meaningful comparisons between
subcorpora could be drawn if collocational data were further disaggregated by every
type of corpus metadata, i.e. increasing granularity. With our current manual
approach, our top yearly collocate histogram for one concept requires a total of 90
queries through Sketch Engine’s graphic user interface. Using Sketch Engine’s API
will not only remove manual querying tasks from our workflow, but it will also
provide us with richer and more comprehensive datasets.
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Abstract

In this paper we describe ongoing work on the identification and definition of core lexicographic
elements to be used in the ELEXIS data model. ELEXIS is a European infrastructure project
fostering cooperation and information exchange among lexicographical research communities.
One of the main goals of ELEXIS is to make existing lexicographic resources available on a
significantly higher level than is currently the case. Therefore, a common data model is being
developed which aims to: a) streamline the integration of lexicographic data into the
infrastructure (using the ELEXIFIER tool), b) enable reliable linking of the data in the
ELEXIS Dictionary Matrix, and c) provide a basic template for the creation of new
lexicographic resources, such that they can automatically benefit from the tools and services
provided by the ELEXIS infrastructure. Here we focus on the development of a common
vocabulary and report on the results of an initial survey that was conducted to collect feedback
from experts in lexicography.

Keywords: data model; common vocabulary; lexicographic resource; interoperability

1. Introduction

Reliable and accurate information on word meaning and usage is of crucial importance
in today’s information society. The most consolidated and refined knowledge on word
meanings can traditionally be found in dictionaries — monolingual, bilingual or
multilingual. In each and every European country, elaborate efforts are put into the
development of lexicographic resources describing the language(s) of the community.
Although confronted with similar problems relating to technologies for producing and
making these resources available, cooperation on a larger European scale has long been
limited. In addition, standardisation efforts have not been particularly successful within
the field of lexicography before the digital age, an observation which was confirmed by
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the results from the ELEXIS! survey on lexicographic practices in Europe (Kallas et
al., 2019). More specifically, the results from the survey show that:

@® most lexicographic projects use structured data, but some projects are still
working with a non-structured data and text format;

® proprietary XML and (customised) TEI are the most commonly used XML
formats;

@ use of existing standard vocabularies for encoding lexicographic data is not yet
common practice at the ELEXIS lexicographic partner institutions. IsoCat,
GOLD, and TEI were mentioned.

As a consequence, the lexicographic landscape in Europe is still rather heterogeneous.
It is characterised by stand-alone lexicographic resources and there is a significant
variation in the level of expertise and resources available to lexicographers across
Europe. This situation forms a major obstacle to more ambitious, innovative,
transnational, data driven approaches to dictionaries, both as tools and objects of
research.

The ELEXIS project aims to overcome these obstacles by developing a sustainable
infrastructure for lexicography. To allow all different kinds of dictionary data to be
included in the infrastructure and ensure that it will be open to a wide range of
lexicographers, common protocols have been developed and a common vocabulary is
being defined, which is the topic of this paper. Before we turn to the ongoing work on
the ELEXIS data model and more specifically the common vocabulary in section 3, we
will first introduce the ELEXIS project in more detail in section 2. In section 4 we
discuss the results of a pilot survey that was conducted to get feedback from
lexicographic experts on the common vocabulary.

2. ELEXIS

ELEXIS (Krek et al., 2018, 2019; Pedersen et al., 2018; Woldrich et al., 2020) is a
Horizon 2020 project dedicated to creating a sustainable infrastructure for lexicography.
The main objectives of the infrastructure are to:

1. enable efficient access to high quality lexical data/semantic information in the
digital age;

2. bridge the gap between more advanced and lesser-resourced scholarly
communities working on lexicographic resources;

3. enable the use of new technology and data in industry in the digital single market.

! https://elex.is/
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Within ELEXIS, strategies, tools and standards are under development for extracting,
structuring and linking lexicographic resources to unlock their full potential for Linked
Open Data, NLP and the Semantic Web, as well as in the context of digital humanities.
In a virtuous cycle of cross-disciplinary exchange of knowledge and data, a higher level
of language description and text processing will be achieved. By harmonising and
integrating lexicographic data into the Linked Open Data cloud, ELEXIS will make
this data available to AI and NLP for semantic processing of unstructured data,
considerably enhancing applications such as machine translation, machine reading and
intelligent digital assistance thanks to the ability to scale to wide coverage in multiple
languages. This, in turn, will enable the development of improved tools for the
production of structured proto-lexicographic data in an automated process, using
machine learning, data mining and information extraction techniques, where the
extracted data can be used as a starting point for further processing either in the
traditional lexicographic process or through crowdsourcing platforms.

Lexicographic data is crucial for realising the ELEXIS infrastructure. Within ELEXIS,
data comes from a number of different data providers, i.e.:

® Consortium partners
@® Observer institutions

@® Other open access resources containing lexicographic data available through,
amongst others, CLARIN and DARIAH.

To date, 118 different datasets, e.g. general dictionaries, bilingual dictionaries, thesauri,
specialised dictionaries (terminology, dialects), and lemma lists have been collected
from 32 ELEXIS partner and observer institutions. A sample list of the datasets can
be found in the ELEXIS Deliverable 6.3 Intermediate interoperability report.

Most of these datasets have been compiled within national and regional projects, and
as noted they are typically encoded in their own custom data format, i.e. proprietary
XML, (customised) TEI, HTML, JSON-LD or are stored in a relational database. A
growing number also have API access. To be able to integrate these diverse datasets in
the ELEXIS infrastructure a set of common protocols have been developed (McCrae et
al., 2019) and different access routes are distinguished into the infrastructure. Data can
be contributed either as TEI Lex-0 or Ontolex-Lemon, which are the two data formats
supported by ELEXIS. It is also possible to deliver data as proprietary XML or in
another format. Proprietary XML data can take advantage of the ELEXIFIER tool
which converts custom XML or PDF into TEI Lex-0 (see Section 2.2). Those
contributing data in another format can create an implementation of the REST
interface according to the specifications provided by ELEXIS (ELEXIS Deliverable 2.2
Interoperable interface for Lemon and TEI resources; McCrae et al., 2019).
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Having a set of common protocols ensures what Ide and Pustejovsky (2010) call
syntactic interoperability, which “relies on specified data formats, communication
protocols, and the like to ensure communication and data exchange. It means that the
systems involved can process the exchanged information, but there is no guarantee that
the interpretation is the same”. This means that an element labelled ‘example’ in
dataset X is not necessarily the same as an element labelled ‘example’ in Y. If we want
to be able to link, edit, enrich and publish data from various sources reliably (as
envisaged in ELEXIS, see Figure 1), we also need semantic interoperability.

Figure 1: Graphic guide to the ELEXIS Dictionary Tools

According to Ide and Pustejovsky (2010) “semantic interoperability exists when two
systems have the ability to automatically interpret exchanged information meaningfully
and accurately in order to produce useful results via deference to a common information
exchange reference model”. The first step towards such a model is the definition of a
common vocabulary (see section 3), which is needed among others in the ELEXIFIER
tool and the ELEXIS Dictionary Matrix.

2.1 ELEXIFIER

ELEXIFIER? (Repar et al., 2020) is a cloud-based dictionary conversion service for
converting legacy dictionaries into a shared data format so that it can be integrated in
the ELEXIS infrastructure. It can take lexicographic data in two distinct formats as
input: (1) custom XML and (2) PDF. In the custom XML scenario, XPath formalisms

? https://elexifier.elex.is/
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are used for identifying the core elements in the original dictionary data and
transforming these to a TEI Lex-0 compliant format. All information contained in the
original dictionary is kept, and only the core elements are transformed to the shared
format. The supported elements are the same as those defined in the common
vocabulary.

In the PDF scenario a more complex process is needed. The PDF is first transformed
in a flat structure using a pdf2xml conversion script (based on
https://github.com/kermitt2/pdf2xml). Then, a chunk of the resulting XML file is sent
to Lexonomy? (Méchura 2017), an online dictionary editing tool for manual annotation.
Approximately four pages need to be annotated. The annotated text is then used as
the training material for machine learning algorithms that produce the entire dictionary
converted to TEI Lex-0 compliant format. Dictionaries that have been transformed
using ELEXIFIER, can be edited further in Lexonomy.

2.2 ELEXIS Dictionary Matrix

One of the main results of ELEXIS will be the ELEXIS Dictionary Matrix: a universal
repository of linked senses, meaning descriptions, collocations, phraseology, translation
equivalents, examples of usage and other types of lexical information found in existing
lexicographic resources, monolingual, multilingual, modern, historical etc., available
through a RESTful web service developed as part of LEX1 infrastructure. LEX1 is the
part of the ELEXIS infrastructure which consists of a set of services and tools dedicated
to the automatic segmentation, structuring, alignment and conversion of lexicographic
resources to a uniform data format. The existence of common data models and
standards that are produced bottom-up from within the lexicographic community
fostered by ELEXIS is a necessary condition for successful development of this segment
of the infrastructure.

The ELEXIS Dictionary Matrix will be also available as part of the Linguistic Linked
Open Data cloud (LLOD), and it will serve as the source for providing links to
(particular headwords, senses, etc. in dictionaries available online, through the
European Dictionary Portal!, and included in the matrix.

3. ELEXIS Data Model

To support the development of the Dictionary Matrix, a common data model is being
developed which aims to a) streamline the integration of lexicographic data into the
infrastructure (using the ELEXIFIER tool, see section 2.1 ) b) enable reliable linking
of the data in the Dictionary Matrix (see section 2.2.), and c¢) provide a basic template

? https://www.lexonomy.eu/

* http://www.dictionaryportal.eu/
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for the creation of new lexicographic resources, allowing for a smooth integration of
new content into the matrix.

The aim of ELEXIS is not to develop a fully-fledged data model. Neither does the
project aim to replace existing models. The main goal is to ensure semantic
interoperability between lexicographic resources predominantly using their own custom
format, focusing on a set of core elements which are necessary for the development of
the Dictionary Matrix.

As a first step towards the development of the ELEXIS data model, efforts have been
taken to establish a common vocabulary where the main concepts are unambiguously
defined.

3.1 ELEXIS Common Vocabulary

As a starting point, a detailed analysis of sample data (provided by ELEXIS
lexicographic partners and observer institutions) was carried out resulting in the
following core elements: entry, headword, secondary headword, variant headword, part
of speech, sense, sense structure, definition, sense indicator, label, example, translation,
cross reference, note and inflected form. Table 1 gives an overview of the elements
identified and their definitions. The overall strategy was to keep definitions as simple
and as unambiguous as possible.

Element Definition

entry Part of a lexicographic resource which contains information related to at

least one headword.

headword Organising element of an entry in a lexicographic resource.

Note: In printed dictionaries typically at the top of an entry.

secondary headword Headword-like lexical item occurring within an entry in a lexicographic
resource, for example derived forms, feminine forms, multiword expressions.

Often an organising element of a part of an entry.

variant headword Lexical item representing one of the alternative forms of the headword, for

example a spelling or regional variation.

part of speech Any of the word classes to which a lexical item may be assigned, e.g. noun,

verb, adjective, etc.

sense Part of an entry which groups together information relating to a meaning
of a headword (or secondary headword), for example definitions, examples,

and translations.
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sense structure Division and ordering of the senses in an entry.

definition Statement that describes a meaning and permits its differentiation from

other meanings within a sense structure of an entry.

sense indicator Short statement that gives an indication of a meaning and permits its

differentiation from other meanings within a sense structure of an entry.

label Item from a controlled vocabulary indicating some kind of restriction on

the use of the lexical item, for example, time, region, domain, register.

example Instance of a lexical item's usage in a specific sense.
translation Equivalent in another language of any element in an entry.
cross reference Element providing any kind of link or reference to another element within

or outside the lexicographic resource.

note Free text remark that can accompany any element in a lexicographic
resource.
inflected form Form of the inflectional paradigm of the headword.

Table 1. ELEXIS core elements

In addition to the core elements, the following terms have been defined as they are used

in the definitions of the core elements or they are potentially relevant in the context of
ELEXIS:

Term Definition
lexicographic resource Needs to be defined; see section 4.1.
lexical item Any word, abbreviation, partial word, or phrase which is described or

mentioned in an entry in a lexicographic resource.

word class A category of words grouped together based on form, meaning or syntactic
characteristics.
meaning The unique semantic, grammatical and/or pragmatic contribution that a

headword in a particular sense makes to the overall understanding of an

utterance.

controlled vocabulary Fixed list of items which are used to reduce ambiguity and ensure
consistency.

multiword expression Sequence of lexical items that has properties that may not be predictable
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from the properties of the individual lexical items or their normal mode of
combination. For example, collocations, phrasemes, compounds, idiomatic
expressions, lexical combinations, and so forth. A multiword expression
can have the status of headword or secondary headword in the

lexicographic resource.

source language The language of a lexical item (that is to be translated in another
language). [cf. 1SO1951:2007]

target language The language into which a lexical item is to be translated. [cf.
1S01951:2007]

Table 2: Terms used in the definitions of the ELEXIS core elements

The next steps are to refine and finalise the definitions for these core elements and to
express the ELEXIS data model in a formalism like UML. This way the serialisations
to the two ELEXIS interoperability formats, i.e. Ontolex-Lemon and TEI Lex-0 can be
realised.

Work on the ELEXIS data model is done in collaboration with the Lexicographic
Infrastructure Data Model and API (LEXIDMA) Technical Committee within OASIS®.

3.2 Related work

The ELEXIS data model does not stand on its own. In the past decade, several
institutions and organisations have started harmonising the internal workflow trying to
arrive at a uniform data model to be used for all lexicographic projects within the
institution (e.g. Kernerman 2011, Depuydt et al. 2019; Parvizi et al., 2016; Tavast et
al., 2018). Other larger initiatives which are particularly relevant to ELEXIS are TEI
Lex-0 with a special focus on retrodigitised dictionaries, Ontolex-Lemon, the de facto
standard for representing lexical information as RDF, and LMF (Lexical Markup
Framework) which is being developed by the ISO Technical Committee (TC) 37 titled
‘Language and terminology’.

The ISO 24613 LMF multipart standard is based upon the definition of an
implementation-independent metamodel combining a core model with extensions. As
such it provides mechanisms that allow the development and integration of a variety of

electronic lexical resource types and its scope is therefore much broader than that of
the ELEXIS model.

The TEI Lex-0 (Tasovac et al., 2018) initiative aims at establishing a baseline encoding
and a target format to facilitate the interoperability of heterogeneously encoded lexical

® https://www.oasis-open.org/committees/tc__home.php?wg_abbrev=lexidma
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resources. As specified in the TEI Lex-0 rationale®, TEI Lex-0 should be primarily seen
as a format which implements a set of constraints on top of those provided by the TEI
Guidelines so that existing TEI dictionaries, once univocally transformed, can be
queried, visualised, or mined in a uniform way. Furthermore, TEI Lex-0 aims to stay
as aligned as possible with the TEI subset developed in conjunction with the revision
of the ISO LMF standard (cf. Romary, 2015), ensuring future interoperability and
sustainability.

Ontolex-Lemon (Cimiano et al., 2016) was originally developed to act as a model for
the representation of lexical information in ontologies and is now the de facto standard
for representing lexical information as RDF. It is also widely used to present data from
lexicographic resources as Linked Data on the web. However, a mapping of traditional
dictionary content to Ontolex-Lemon was not feasible without the development of an
additional model, to be able to represent aspects of dictionaries like order and hierarchy
of senses, or the fact that there is not always a 1:1 match between a dictionary entry
and an ontolex:LexicalEntry (which requires it to have only one part of speech). The
Lexicog module” is aimed to deal with these issues.

Both TEI Lex-0 and Ontolex-Lemon are supported within ELEXIS and serialisations
will be provided from and to both TEI Lex-0 and Ontolex-Lemon. In addition, a
tei2ontolex® conversion stylesheet has been developed.

4. Survey on the ELEXIS core elements and their definitions

A pilot survey was set up in order to collect feedback from experts in lexicography on
the ongoing work on the common vocabulary. The survey was conducted in the autumn
of 2020. It was sent to the lexicographic experts on the ELEXIS international advisory
board and to the lexicographic partners in the project.

As it was a pilot survey, the goal was primarily qualitative rather than quantitative.
Therefore, none of the questions in the survey was made obligatory and additional
comments could be given for almost all questions. The survey was implemented in the
1ka survey system? which has been used for several other surveys within ELEXIS.

Only the following core elements were included in the pilot — entry, headword,
secondary headword, sense, sense structure, definition, translation and example. For
each of these a separate section was created in the survey where the relevant definitions
were given together with a few extracts from existing dictionaries (see Figures 2-12).

% https://dariah-eric.github.io/lexicalresources/pages/TEILex0/TEILex0.html
" https://www.w3.0rg/2019/09/lexicog/

® https://github.com/elexis-eu/tei2ontolex

? https://www.lka.si/
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The lexicographic experts were then asked to answer questions about the element in
relation to these extracts and the definitions provided. In order to get a wide range of
examples, extracts were taken from various monolingual, bilingual, general-purpose,
and also specialised dictionaries. Average completion time of the survey was 15 minutes,
and we received 10 valid responses. Although this is undoubtedly a small number of
responses, the results clearly show what the bottlenecks are when trying to define and
identify core elements in lexicography. In the remainder of this section we discuss the
results from this initial survey.

4.1 Entry

For ‘entry’, three extracts from three completely different dictionaries (traditional,
born-digital, and specialised) were given: one from the American Heritage Dictionary!
(see Figure 2), one from dictionary.com" (see Figure 3), and one from The Right
Rhymes' (see Figure 4), a dictionary of hip-hop language.

cook-ie also COOK"y *' (keek’e)
Share:
n. pl. cook-ies
1. A small, usually flat and crisp cake made from sweetened dough.
2. Slang A person, usually of a specified kind: a lawyer who was a tough cookie.
3. Computers A collection of information, usually including a username and the current
date and time, stored on the local computer of a person using the World Wide Web, used
chiefly by websites to identify users who have previously registered or visited the site.

[Dutch koekje, diminutive of koek, cake, from Middle Dutch koeke; akin to German Kuchen and
Old Norse kaka, cake.]

The American Heritage® Dictionary of the English Language, Fifth Edition copyright ©2020 by
Houghton Mifflin Harcourt Publishing Company. All rights reserved.

Figure 2: Extract from the American Heritage Dictionary

com mand [ kuh-mand, -mahnd ] sHowiPa ) T

See synonyms for: command / commanded / commanding / commands on Thesaurus.com

verb (used with object)

1 to direct with specific authority or prerogative; order:
The captain commanded his men to attack.

2 to require authoritatively; demand:
She commanded silence.

SEE MORE

verb (used without object)
7 toissue an order or orders.
3 to be in charge; have authority.

SEE MORE

noun
10 the act of commanding or ordering.

11 an order given by one in authority:
The colonel gave the command to attack.

SEE MORE

Figure 3: Extract from dictionary.com

10 https://www.ahdictionary.com/word/search.html?q=cookie
' https://www.dictionary.com/browse/command

2 https://therightrhymes.com/casper
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All experts considered the extract from the American Heritage dictionary in Figure 2
as an ‘entry’ according to the definition provided.

In relation to the extract from dictionary.com, one respondent noted that this should
be considered as two entries, one for the verb and one for the noun. Indeed, one of the
macrostructural decisions lexicographers need to make relates to what is considered as
a homograph and how to treat them."

Figure 4: Extract from The Right Rhymes

There was more disagreement on the extract from The Right Rhymes. One expert felt
that it did not fulfil the definition of ‘entry’ because it does not seem to be part of a
lexicographic resource and only contains headword and part of speech information.
Another respondent also found it difficult to consider this an entry. This shows that
there are different views on what counts as a lexicographic resource,' and this term
also needs to be defined. Some lexicographers/linguists may not consider a dictionary
such as The Right Rhymes a lexicographic resource.

4.2 Headword and secondary headword

The questions on ‘headword’ and ‘secondary headword’ were combined. Again, three
extracts from different dictionaries were given: the verb entry for disturb from the
Macmillan English Dictionary (2002) (see Figure 5), the noun entry for Katze ‘cat’ from

' See e.g. Atkins and Rundell (2008: 192-193) for criteria that are used in lexicography in
relation to homographs to decide whether there should be one entry or more and the
discussion in Svensén (2009: 94-102) on the establishment of lemmas.

4 A lexicographic resource was not yet defined at the time of the survey and thus not
included.
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the DWDS dictionary® (see Figure 6), and the entry for ohulaada ‘make smth firm’
from the Webonary Lynyole dictionary's (see Figure 7). The experts were asked to
indicate whether they considered various lexical items from these extracts as ‘headword’,
‘secondary headword’ or something else.

disturb /di'st3:b/ verb [T] **
1 to interrupt someone and stop them from
continuing what they were doing: [ didn’t want
to disturb you in the middle of a meeting. ¢
Sorry to disturb you, but do you know where
Miss Springer is? & Her sleep was disturbed by
a violent hammering on the door.
2 to upset and worry someone a lot: Ministers
declared themselves profoundly disturbed by
the violence.
3 to make something move: A soft breeze
gently disturbed the surface of the pool. 3a. 1o
frighten wild animals or birds so that they run
away.
4 to do something that stops a place or situation
from being pleasant, calm, or peaceful: Not
even a breath of wind disturbed the beautiful
scene.
disturb the peace legal to commit the illegal
act of behaving in a noisy way in public,
especially late at night
do not disturb a sign that you hang on a
door, especially in a hotel or an office, to say
that you do not want to be interrupted

disturbance |[...]

disturbed /di'sta:bd/ adj *
1 affected by mental or emotional problems,
usually because of bad experiences in the past:
These are very disturbed children who need
help.
2 extremely upset and worried: I am very
disturbed by the complaints that have been
made against you.

disturbing /di'st3:bin/ adj * making you feel
extremely worried or upset: I found the book
deeply disturbing. o disturbing images of war
and death.
—disturbingly adv: The crimes were
disturbingly similar. )

’ MED-1(2002)

Figure 4: Extract from the Macmillan English Dictionary taken from Atkins and Rundell
(2008: 36). The experts were asked whether disturb, disturb the peace, do not disturb,
disturbance, disturbed, disturbing and disturbingly are a ‘headword’, ‘secondary headword’ or
something else.

5 https://www.dwds.de/
16 https://www.webonary.org/lunyole/
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For the extract from the Macmillan English Dictionary (see Table 3) there was complete
agreement on disturb being a ‘headword’, but the opinions on the status of disturb the
peace, do not disturb varied significantly. Approximately half of the experts considered
these as a ‘secondary headword’ whereas the other half considered them as something
else.

headword secondary headword something else!”
disturb 10
disturb the peace 5 4
do not disturb 4 6
disturbed 9 1
disturbing 9 1
disturbingly 9 1

Table 3. Experts’ decisions on ‘headword’/ ‘secondary headword’/ something else

When the option ‘something else’ was chosen, terms such as phrase, collocation, idiom
and derivative forms were given to describe the item. It was also mentioned that
structurally these items can be considered as ‘(secondary) headwords’ as in the tagging
structure they represent discrete blocks, but that conceptually they should be tagged
for what they are, e.g. an idiom block, a phrasal verb block or a run-on. It was also
pointed out that this type of structural choice (that has been done for search-engine-
friendly reasons) divorces the phrase or idiom from its context, from the environment
of its source "word".

In the entry for Katze (see Figure 5) the results for the hyperlinked items Katzbalgerei
und wie Hund und Katze were mixed. The reason that was given several times for
calling these something else was that they look like cross-references to other entries and
that the user thus has to go to another page to view them.

Katze, die

Substantiv (Femininum) - Genitiv Singular: Katze - Nominativ Plural: Katzen
)
Kat-ze

mit Katze« als Erstglied: 7Katzbalgerei ...33 weite
7An .. 16 weite;

m Sack - Zfiir die Katz - ”wie Hund und Katz - 7wie Hund und Katze

re - mit>Katze« als Letztglied:

Mehrwortausdriicke 7 die

Bedeutungsiibersicht =

Figure 5: Entry for Katze ‘cat’ in the DWDS dictionary'®. The experts were asked whether
Katzen ‘cats’, Katzbalgerei ‘scuffle’, wie Hund und Katze ‘like dog and cat’ are ‘headword’,
‘secondary headword’ or something else.

T As it was not made obligatory to check a box for each item, the numbers do not add up.
' https://www.dwds.de/wb/Katze
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Experts did agree on the third extract containing the entry for ohuhaada from the
Webonary Lynyola dictionary (see Figure 6), considering ohuhadaasa as a ‘headword’
and ohwehadaa as a ‘secondary headword’. To the question as to whether there were
any other items that could be considered as a ‘secondary headword’ in this entry, one

respondent mentioned ohuhadaasa (the form in between brackets given after the
‘headword’).

ohuhaada (72» ohuhadaasa) v. make s.t. firm, tight, secure; fix things
firmly when joining them [7.5.2 - Join, attach), [8.2.7.1 - Tight], [6.7.5 - Fastening tool],
[7.5.2.1 - Link, connect], [7.5.4.1 - Rope, string], [7.5.4 - Tie)

ohwehaada v. Merap/ior work hard, be determined, consistent, focused

on achieving some goal Gehaadire hu huja mu yunivasiti cehigira

n asoma n amaamn ’_‘“‘ 1S Tocuse i On a W 1} 10 enter universin that 1 wnv

he 1s studying very hard.” [3.3.1.6 - Determined], [6.1.

N

.3.2 - Work hard), [3.3.2.4 -

willing], [4.4.3.1 - Brave], [8.4.7 - Continue, persevere], [6.1.2.3 - Work well]

Figure 6: Entry for ohuhaada ‘make smth firm’ in the Lynyole dictionary. The experts were
asked whether ohuhaada and ohwehaada are ‘headword’, ‘secondary headword’ or something
else.

These results show that the definition of ‘secondary headword’ may need to be refined
or at least further explained if we want to get a consistent transformation for this

element in the ELEXIFIER tool across different datasets.

4.3 Part of Speech

As noted by Svensén (2009: 136), “there is considerable variation between languages,
lexicographic traditions and user categories as concerns the occurrence, format and
function of part-of-speech indications”. This can also be observed in the survey results
where experts noted that it is a tricky question as to whether something like transitive
verb should be considered as a ‘part of speech’ or as two separate labels. Most
respondents noted that strictly speaking wverb is the ‘part of speech’ and transitive
additional information. However, it was also noted that if it is the style of the dictionary
to conflate two concepts in a single element, then it is a ‘part of speech’. Similar
observations were made in relation to proper noun.

With part of speech there are clear cases, but there are also some problematic cases,
as is illustrated by the extract in Figure 7.

EU abbrev. for European Union.

Figure 7: Entry for EU in the Collins English Dictionary (2000) (Atkins and Rundell, 2008:
196)

Y https://www.webonary.org/lunyole?s=ohuhaada
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Only three experts considered abbrev. as a ‘part of speech’, whereas seven marked it as
something else. The reason for this is clearly summarised by one expert:

“If you want to split hairs, abbreviations, acronyms, etc. aren’t really a separate
word class; the underlying part of speech is whatever the thing they’re an
abbreviation for is. But in terms of listing this information in the header
information of the dictionary, you’ll find that most dictionaries put this kind of
indicator inside POS tags.”

4.4 Sense and sense structure

To learn more about the perception of ‘sense’ and ‘sense structure’, we took an extract
from the American Heritage Dictionary illustrating the entry for efficient” (Figure 8).

ef-fi-cient ' (i-fish’snt)

Share: m

1. Acting or producing effectively with a minimum of waste, expense, or unnecessary
effort: an efficient builder; an efficient factory.

2. Acting directly to produce an effect: the efficient cause of the revolution.

3. Causing less waste or requiring less effort than comparable devices or methods. Used in
combination: energy-efficient wind turbines; cost-efficient health care.

adj.

[Middle English, from Old French, from Latin efficiéns, efficient-, present participle of efficere, to
effect; see ervecT.)

ef-fi’cient-ly adv.

The American Heritage® Dictionary of the English Language, Fifth Edition copyright ©2020 by
Houghton Mifflin Harcourt Publishing Company. All nghts reserved.

Figure 8: Entry for efficient in the American Heritage Dictionary

There was full agreement that the numbers 1., 2. and 3. represent the ‘sense structure’.

There was, however, quite some disagreement on what actually constitutes a ‘sense’, as
shown in Table 4.

Sense Something else
2. Acting directly to produce an effect: the 5 4
efficient cause of the revolution.
2. Acting directly to produce an effect 6
Acting directly to produce an effect 6 4
Acting directly to produce an effect: the 3 5
efficient cause of the revolution.

Table 4: Experts’ decisions on whether the options provided are a ‘sense’ or something else

? https://www.ahdictionary.com/word /search.html?q=efficient
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Four possible variants were provided and there was actually none that all the experts
agreed on. Some considered the inclusion of the example necessary for it to be a ‘sense’
(which is in line with the definition provided), others mentioned the presence of a sense
number (unless numbering is automatic) and for some, ‘sense’ itself is the definition.
The latter was motivated by stating that structurally, explanatory examples are part
of the sense and tend to be included in the sense block in a tagging structure. They
can illustrate the sense, but they are not truly the sense.

These answers suggest that there is an interplay between how elements are commonly
marked in dictionary structures and how lexicographers think about them conceptually.

4.5 Definition

In relation to the ‘definition’ element, we were particularly interested to find out
whether information which is sometimes included in brackets is considered as part of
the definition or not. Two extracts, both from Atkins and Rundell (2008) were taken,
one from the Collins English Dictionary (see Figure 9) one from the Oxford Advanced
Learner’s Dictionary (see Figure 10).

disturb (di'stb) vb () 1 10 intrude on; disturb (di'sta:b) vb () 1 10 intrude on;
interrupt 2 to destroy or interrupt the interrupt 2 to destroy or interrupt the
quietness or peace of 3Iln disarrange; muddlc] quietness or peace of 3 to disarrange: muddle
4 (often passive) 10 upset or agitate; trouble ‘['0""" passive) 1o upset or agitate, "“‘""“]

I am disturbed at yvour bad news $5 w
| am disturbed at vour bad news 5 w0 : .
inconvenience; put out: don't disturb yourself
inconvenience; put out: don’t disturb yourself "

on my account [C13 from Latin disturbare,

on my account [C13 from Latin disturbare, from Dis-' + turbare W confuse)

from DIS-' + turbare w0 confuse] > dis'turber
dis'turber disturbance |[...)
disturbance |.. ) disturbed (di'stazbd) adj psychiatry

emotionally upset, troubled, or maladjusted

i i ‘st b > , .
emotionally upset. troubled, or maladjusted dlsturbmg (di'st3:bin) adj tending to upset
or agitate; troubling: worrying >

dlsturbmg (di"sta:bip) adj tending to upset dis turbingly adv
or  agitate;  troubling.  worrying > CED-8 (2006)
dis turbingly adv

disturbed (di'stazbd) adj  psychiatry

CED-8 (2006)

Figure 9: Entry for disturb in the Collins English Dictionary (2006) (Atkins and Rundell
2008: 36)
The text in the marked red box on the left hand side was considered a ‘definition’ by
all lexicographic experts, the text in the marked red box on the right hand side by
three only, while the others indicated that the information in brackets is grammatical
or usage information.
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We also included an extract containing a function word or what Atkins and Rundell
(2008:196-198) call a grammatical word entry, as these entries often describe the
function rather than the meaning.

may‘ .../ modal v (neg may not; rare
short form mayn’t /‘meiant/; pr might
neg might not, rare short form

. (rather  fml)
You may come if

‘mait/;

(indicating permission)
you wish. © May I come in? o That was a

delicious meal if I may say so

Passengers may cross by the footbridge. —

note. 2(a) (indicating possibility)] This coat

may be Peter's.© That may or may not be
true. |...)

Figure 10: Part of the entry for may in The Oxford Advanced Learner’s Dictionary (1995)
from Atkins and Rundell (2008: 197).

Seven experts would call the parts marked by the red box a ‘definition’, but three would
not, as they considered these as semantic comments or comments on semantic
implicatures.

4.6 Translation and Example

For ‘translation’, an extract from the bilingual English-French Collins Dictionary?® was
selected (see Figure 11).

There was complete agreement among the experts. All considered the three items that
were offered ordre, étre sir(e) de soi, and disposer de, avoir d sa disposition as
‘translation’. One noted that the last one actually contains two translations.

For the ‘example’ element, one extract from a modern dictionary (the Collins
Dictionary English-French) and one extract from a historical dictionary (Petit Larousse
Mlustré) were selected.

2 https: //www.collinsdictionary.com /dictionary /english-french /command
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Command Word Frequency 0 0@ @@
[ke'mand «) ] e
NOUN

1. (= order) ordre m«)

2. (Mwrary) (= authority) commandement m «)
to be in command [military leader] commander
to be in command of sb/sth [troops, ship] avoir le commandement
de gn/qch

to take command of sth [forces] prendre le commandement de
ath TRANSITIVE VERB

1. (= order)

3. (= mastery) maitrise £4) to command sb to do sth ordonner a qn de faire qch

4. to bein command (= be sure of oneself) étre sQr(e) de soi 2. (Mumagy) [rroors) commander «)
to be in command of 0.s. (= in control) se maitriser

3. (= have) disposer de ¢ avoir a sa disposition
5. (Computing) cOMmMande f«)

4. (= deserve) [respect] inspirer ¢)
6. to have sth at one’s command [money, resources, skill] disposer P
de qd'l Copyright © by HarperCollins Publishers. All rights reserved.

Figure 11: Entry for command in the English-French Collins Dictionary

L UULLUGU Masavs i
VERRE (vé-re) n. m. (lat. vitrum).

Corps solide, transparent et fragile, pro-

duit de la fusion d'un saple—silice

©
aFd atasse ou de soude} le verre est] ¥
trés cassan). Objet fait de o
v N .

- < Vase

ce qu'il contient
uble, verre trés s . a
(Iﬁ,aisor'x ou il n'y a rien de secret. Petit verre, li-
ueur alcoolique qu'on prend dans un verre de pe-
tite dimension : boire un petit verre. — Le verre,
dont linvention est attribuée aux Phéniciens, est
obtenu par la fusion dans des creusets (ou pots)
d'un mélange de silice (sable) avec des sels de
soude, de potasse (verre urdmgurt, ou de plomb
(cristal). Les creusets sont placés dans des fours ou
la température est poussée jusqu'a 1.0000. Cueilli avec
une canne que l'on plonge dans les creusets par une
ouverture (ouvreau) pratiquée dans l:} paroi du four,
le verre piteux est travaillé, souffié, moulé, étire,
our donner des bouteilles, des vitres, des objets de
gobeleterie, des tubes, etc. Les glaces sont obtenues
par coulage ; on sort du four le creuset tout entier
et I'on en verse le contenu sur une immense table de
fonte. Tous les objets de verre, avant d'étre livrés au
commerce et indépendamment des fagons qu'on leur
fait subir on des décors dont on les agrémente, doi-
vent étre recuits c'est-d-dire refroidis lentement, pour
étre moins cassants. Outre les mille objets & I'usage
domestique, le verre sert encore a fabriquer les ver-
res optiques et les instruments si nombreux utilisés
dans les laboratoiresRamabli-aufour et comprimé
fortement, il donne 14 pierre de verre, u'on emploie
aurevétement des mursetTmémeaTrpAvage des rues.

’ . . .. Tt L .

~

yerre ;
Verre
verre, Véronique.

un verre de vin.

Figure 12: The extract from Petit Larousse Illustré 1905
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The answers to the question with the extract from the modern dictionary did not reveal
anything unexpected. For the historical dictionary there was a little uncertainty on
whether the last item marked by a red box in Figure 12 was an ‘example’ or something
else.

Only seven experts gave an answer for pierre de verre and only three of those considered
this an ‘example’. The “reluctance” to answer may also suggest that some simply did
not know what to answer.

The pilot survey clearly showed certain bottlenecks and as such provided useful
feedback on the common vocabulary. The elements ‘secondary headword’, ‘part of
speech’, and ‘sense’ in particular need further work. The survey also emphasised the
importance of supporting the common vocabulary with concrete examples. In the near
future, we will extend the survey to all elements from the ELEXIS common vocabulary
and to a larger audience.

5. Summary and further work

In this paper we described ongoing work on the ELEXIS data model. We focussed on
the description of the common vocabulary and discussed the results of a pilot survey
that was conducted among lexicographic experts. In the near future, the pilot survey
will be extended to all elements from the common vocabulary and a larger audience so
that we get a more complete insight into the understanding of the core elements in the
lexicographic community. This will undoubtedly lead to revisions and refinements in
the work on the data model.

In the next phase, it will also be necessary to express the ELEXIS data model in a
formalism like UML, in order to realise the serialisation to the two ELEXIS
interoperability formats, i.e. Ontolex-Lemon and TEI Lex-0. When the model is
finished, a full mapping will also be provided with the related models (TEI Lex-0,
Ontolex-Lemon and LMF).

The work on the ELEXIS data model and the common vocabulary is ongoing, and a
lot remains to be done, but we hope that it will inspire a constructive debate on
standardisation in the lexicographic community and related fields.
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Abstract

In this paper we present an experimental semantic search function, based on word embeddings,
for an integrated online information system on German lexical borrowings into other
languages, the Lehnwortportal Deutsch (LWPD). The LWPD synthesizes an increasing number
of lexicographical resources and provides basic cross-resource search options. Onomasiological
access to the lexical units of the portal is a highly desirable feature for many research
questions, such as the likelihood of borrowing lexical units with a given meaning (Haspelmath
& Tadmor, 2009; Zeller, 2015). The search technology is based on multilingual pre-trained
word embeddings, and individual word senses in the portal are associated with word vectors.
Users may select one or more among a very large number of search terms, and the database
returns lexical items with word sense vectors similar to these terms. We give a preliminary
assessment of the feasibility, usability and efficacy of our approach, in particular in comparison
to search options based on semantic domains or fields.

Keywords: onomasiological search; word embeddings; multilingual lexicography; lexical

borrowings

1. Introduction

The Lehnwortportal Deutsch (LWPD) is an online platform developed at the
Leibniz-Institut fiir Deutsche Sprache and comprising lexicographical resources on
German loanwords in other languages. The LWPD in its entirety realises the concept
of a ‘reverse loan dictionary’ that does not focus on the target languages of the
borrowing processes, but on the source language. Besides offering a traditional,
lemma-based access to the individual dictionaries, the system provides sophisticated
portal-wide cross-resource options to search for lexical units (German etyma,
corresponding loanwords, variants and derivatives thereof, etc.).

At present, however, onomasiological access is restricted to simple substring-based
searches on the word sense definitions for words as provided in the individual
dictionaries. Consequently, a genuine semantic search in the LWPD would be more
suitable for research questions like “Which languages have a conspicuously high
proportion of German loanwords in certain thematic areas, such as food and drinks?”

In a project funded by the Fritz Thyssen Stiftung the LWPD is currently being
substantially revised on both the backend and the user interface levels (Meyer &
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Eppinger, 2019). The new edition will go online in early 2022, featuring a number of
newly added resources on German borrowings in English, Dutch, French, Portuguese,
Hungarian, Czech and Slovak. The new system will offer a much more powerful and
simplified way to search the underlying graph database (Meyer, 2014), which
represents the portal data as a network of partially cross-resource relationships
between lexical units, through an innovative ‘query builder’ interface (Meyer, 2019).
The semantic search function discussed in this paper will be an integral part of the
query builder.

Conceptually, the approach presented below differs from hand-crafted semantic
domain taxonomies that are used as search features in similar projects (e.g. van der
Sijs, 2015; Osservatorio degli Italianismi nel Mondo) and come with many well-known
problems:

(a) Semantic domain definitions are inherently vague and cannot be exhaustive, i.e.
there is not a (perfectly) suitable domain for every word sense. This usually leads to
senses without domain assignment or, equivalently, to the introduction of a
semantically unspecified default ‘miscellaneous’ domain. Assignment of a word sense
to multiple domains is frequently possible due to overlap, but is usually not wanted
and must be avoided by arbitrary assignment decisions. If domain schemas are
explicitly designed for multiple assignments, then this considerably complicates both
the manual annotation process and the burden on the part of the user who has to
experiment with combinations of (typically rather broad) domains.

(b) An introspection-based manual annotation procedure will inevitably lead to a
complex lexicographical practice of domain assignments, especially if maximal
inter-annotator agreement is demanded. This actually requires a considerable amount
of reverse engineering of that (typically opaque) practice on the part of the user, and
will prove difficult for word senses that do not fit easily into one of the domains,
implying the annotator assigns them according to subjective intuition or some internal
conventions.

(c¢) It is challenging to find a reasonable middle ground between ease of use and
sufficient granularity. If the taxonomy is too coarse, the user might get too many
search results, which makes the search inefficient. If, on the other hand, the taxonomy
is too fine-grained, the number of categories to choose from becomes impractical and
confusing, in particular for casual use.

(d) The domain taxonomy is essentially static. If certain domains turn out to yield
unsatisfactory (e.g. counterintuitive) results, there is nothing the user can do apart
from trying to get further relevant search results by randomly trying other domains.
For lexicographers, any revision of the ‘boundary’ of a domain may turn out to be a
time-consuming process as it involves a possibly large number of reassignments.

Our experimental approach, presented in section 2, is an attempt at addressing the

79



Proceedings of eLex 2021

problems mentioned above. Section 3 discusses the problem of evaluating this
approach with regard to its usability and performance as well as the quality of the
search results. In section 4, we briefly summarise the pros and cons of our approach in
comparison to domain-based searches.

2. Approach

2.1 Basic idea

In the revised LWPD, lexical items (etyma, loans, derivatives, and so on ... figuring in
the included dictionaries) can be searched for using any number of search criteria in
arbitrary Boolean combinations. Basically, the new semantic search function will allow
the user to describe the desired ‘range’ of meanings by entering words that are, in an
intuitive sense, similar in meaning or topic. The user actually selects words from a very
large given list of frequently used German words (henceforth: ‘search keys’) and takes
advantage of autosuggest functionality during input. This speeds up typing and gives
instantaneous feedback on the availability of search keys. Multiple search keys can be
combined with each other to describe different aspects of a semantic ‘field’. The query
returns words with at least one word sense sufficiently close in semantics to the
meanings of all search keys provided.

The list of search keys is meant to be of roughly the same order of magnitude as the
active vocabulary of a native German speaker. So far, we have experimented with the
10,000 most frequent verbs, nouns and adjectives from DeReWo. DeReWo is a word
frequency list based on DeReKo, the world’s largest collection of German-language
corpora. Note that the list of search keys available to the user can be altered, even
radically, at any time, as will become clear in what follows.

2.2 Technical implementation

The technical implementation of our approach is based on word embeddings (Mikolov
et al., 2013), a technique to represent the distributional properties of words in large
corpora mathematically through vectors, i.e. lists of numbers. A simple measure, the
cosine similarity of two vectors, is supposed to represent the semantic similarity of the
respective words (Speer et al., 2018). Thus the semantic similarity between the search
key and an LWPD word sense can be calculated by computing the cosine similarity
between the vector representations of the two objects. The greater the cosine similarity,
the more semantically similar the two words are. The maximum cosine similarity is 1.0,
the minimum is -1.0. The semantic search function picks out word senses that have a
sufficiently high cosine similarity (i.e., close to 1.0) to the search keys input by the
user.

In our project, we use the ConceptNet (CN) NumberBatch pre-computed word
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embeddings (Speer et al., 2018; we use version 19.08) to map each LWPD lexical unit
word sense and each search key to a vector. Note that we could not train custom word
embeddings ourselves since we do not have access to the corpus data underlying many
of the portal’s lexicographical resources. The CN embeddings are trained on
multilingual data as well as otherwise known semantic relationships between words.
Vectors for all included words of the more than 70 languages present in CN are aligned
in one vector space, i.e. similarities can be measured across languages — which is
evidently a basic precondition for their use in an LWPD search. As we will see soon,
the dataset of embeddings can easily be replaced at a later time, if other pre-computed
embeddings turn out to yield better search results.

The basic parts of the database architecture for the semantic search are shown in
Figure 1.

word sense Al
‘kleines Orchester” ("band, small orchestra’)
s descriptor Dy KAPELLE (‘chopel’)
(German)
- vector Vi1 [L0815, -.0845_.]
weight Wy 2.5
s descriptor Dy ORCHESTER (‘orchestra’)
(German)
- vector V2 [.0313, -.0535, ...]

weight Wiz 2.0
sum vector vy = 3;Vy ;W j; (normalized)
lexical unit A

7 \
search key MUSIK ("music’)
(German)

- vector [.0445, -.045, ..]
\, J

German
Kapelle ("band” /
‘small chapel’)

y ™
search key RELIGION (‘religion”)
(German)

word sense 2 - > vector [.0387, -.0411, ...]
O_E,G _ \_ y,

‘kleines Gotteshaus” ("small chapel’)

s descriptor Dy KAPELLE (‘chopel’) -
(German) -
- vector V31 [LOB15, - 0845, ]
weight Wz 2.5 | searchkey GEBAUDE

+ descriptor Dyj: KIRCHENGEBAUDE ) \'D-%E-"f (*building”) (German)
(“church building”) (German) co-,/.‘_af.z" -2 vector [-.0402, -.0598, ...]
= vector V2 [.0709, -.0739, ...] o

weight Wz 2.0 -~

sum vector vy = 3; V3,iW3; (normalized)

Figure 1: Basic database architecture of assigning embeddings to word senses and search keys.

This architecture is now explained in more detail.

(1) In LWPD, all lexical units are represented as nodes (vertices) in a property
graph database. A lexical unit may appear in multiple dictionaries/entries (not
shown in Figure 1); this occurs frequently with German etyma.

(2) All word senses of a lexical unit as found in the resources are represented as
separate sense nodes in the graph. There can be considerable overlap between
sense definitions if the lexical unit appears in multiple sources. No attempt at
unifying these sense definitions is made in the LWPD.
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(3) Using an in-house web application, student annotators assign to each word
sense in the LWPD at least one word from CN, henceforth called a descriptor of
the sense. The descriptors are supposed to have meanings that are closely
related to the word sense in question. For these assignments, the full range of
words covered by CN is available, with a vocabulary size of almost 600,000
items available for German alone. In most cases, a default descriptor is provided
in advance; in the most elementary case this is simply the word the word sense
is related to. For manual editing, the annotators have a number of tools and
rules at their disposal, on which see below. Assigning multiple descriptors helps
to overcome the notorious difficulties of word embeddings, in particular the fact
that embeddings are not context-sensitive and do not differentiate in cases of
polysemy and homonymy. For example, the etymon Reif appears in the present
LWPD exclusively in the sense of ‘hoop, bracelet’; just assigning the CN word
reif to this sense would obscure the fact that there is a homonymous Reif
meaning ‘hoarfrost’” and an adjective reif ‘ripe, mature’ — the latter since CN
words are case-insensitive. So a second descriptor like German ring ‘ring’ can
help to disambiguate. If multiple descriptors are used, they have to be labelled
by the annotators according to their function. Labels are selected from a
predefined list and include ‘disambiguating word with similar meaning’,
‘hypernym’, ‘cohyponym’ and others. For example, the CN words brime
(‘trimming’), verbrdamung (‘trimming’) and pelzbesatz (‘fur trimming’) might be
assigned to the Polish word bramik (‘fur trimming’). The latter CN word would
get the label ‘synonym’, the first two CN words the label ‘hypernym’.

(4) Each descriptor label is mapped onto a number representing the weight of the
descriptor for the word sense it is assigned to. For example, hypernyms might
get mapped to the integer 2 and synonyms to the number 2.5 (if a word sense
has only one descriptor, weights play no role; formally, the weight of a solitary
descriptor is always 1). This allows us to test (and change between) different
mapping schemes in order to find the one that gives optimal results.

(5) The weighted and normalised sum of the vectors belonging to the CN
descriptors yield the vector representation of the word sense. Thus, each word
sense node in the LWPD graph has one such vector as a property.

(6) The search keys available to the users are selected as explained above, e.g. from
a frequency list of lemmatised German words with relevant part of speech.
They must be words in CN; but in practice this is not a serious restriction due
to size of the CN data. Though it would seem natural not to restrict the
available choices at all and use the entire German CN vocabulary, this would
result in a disturbing amount of noise presented to the user. Each search key is
represented as a node in the graph which has its CN vector as a property.

(7) The cosine similarity between all word sense vectors and all search key vectors
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is computed; if it is above a certain threshold, an edge (i.e. a relation) between
the word sense and the search key is stored in the graph and assigned the cosine
similarity as a property. Consequently, no edge is stored between the word sense
and the search key if their cosine similarity is only slightly above 0. The
threshold can be defined arbitrarily but should exclude very low similarities in
order to reduce noise in the search results; ultimately it is a matter of practical
experience.

The annotators follow a complex, tool-guided procedure for assigning descriptors and

labels in a meaningful and consistent way. Note that the notion of inter-annotator

agreement is ill-defined in this context since the number of plausible alternative

assignments is, in general, simply too high. The following remarks give a brief sketch of

a still evolving practice.

(a) Default assignments 1: If an LWPD word is contained in CN, the word itself is

automatically assigned to all of its word senses as its descriptor. For example,
the Slovene word bager (‘excavator’) is contained in CN, so the assigned CN
word is bager. If the LWPD word has more than one word sense, all its senses
are marked for later manual revision, which means they are prioritised for a
manual check because it is very likely that further differentiation among the
senses is necessary. To give an example, the Hebrew word Zup has the two
senses ‘Suppe’ (‘soup’) and ‘Abschmecken einer Fliissigkeit’ (‘seasoning a
liquid’). The first sense could be covered by the German CN word Suppe (‘soup’)
corresponding to the etymon of Zup, the second one by the CN word
abschmecken (‘(to) season’).

(b) Default assignments 2: If an LWPD word w is not included in CN, but there is

an LWPD word w* with an etymological or variational relationship to it that is
included, then this CN word is taken as the default descriptor for the word
senses of w (see (a) above for an example). These assignments are marked for
manual review later. Information on the relationship between words is available
in the LWPD graph database. For example, the Slovene loanword ravbati (‘(to)
rob’) is not included in CN, but its German etymon rauben (‘(to) rob’) is, so
rauben becomes the default descriptor for the senses of ravbati.

(c) Flagging of highly polysemous CN descriptors: The in-house tool warns

annotators of polysemous descriptors, suggesting the use of additional
descriptors for disambiguation purposes. It is not a trivial task to automatise
the detection of polysemy. Typical lexicographical resources such as Wiktionary
or WordNet-type databases exhibit a level of sense differentiation that is too
granular for our purposes. Among the strategies that we are trying out to
detect problematic cases of polysemy in German CN words are the following: (i)
GermaNet (Hamp & Feldweg, 1997; Henrich & Hinrichs, 2010) partitions its
synsets into different ‘semantic fields’ If the synsets containing a certain CN
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word are distributed among multiple semantic fields, then we assume significant
polysemy. (ii) Consulting the lemmatisation of a reliable reference dictionary of
German such as the DWDS, if the CN word corresponds to multiple headwords,
we assume significant polysemy. The identification of significantly polysemous
words from other languages is an open issue.

(d) Manual editing: Where default assignments are either not possible or
introspectively misleading, appropriate descriptors have to be selected in a
‘manual’ fashion by searching for CN words that have a close semantic
relationship to the LWPD word (e.g. hypernyms, synonyms, etc.), using
resources such as OpenThesaurus, DWDS, and Wortschatz Universitat Leipzig.

2.3 Performing queries

As explained above, semantic queries for words in the upcoming LWPD are specified
by one or more search keys. An autocomplete function makes it easier to find and enter
the search keys.

A typical user query may look like this: If you are interested in finding out whether
German terms for certain types of dishes have been borrowed in the languages
available in the LWPD’s dictionary, you can use specific search keys to do so. In a
domain-based semantic search, you would first have to make sure that a suitable
domain exists. In our semantic search system, you could just use the search keys Speise
(‘dish’) and flissig (‘liquid’) if you want to get terms for liquid dishes present in the
LWPD. As a search result you will obtain, among other things, Suppe (‘soup’) and
Mus (‘pulp’). If you are interested in sweet dishes, then you just have to enter Speise
(‘dish’) and siff (‘sweet’) as search keys and you obtain among others Nachtisch
(‘dessert’), Stfigkeit (‘candy’) and Zimtstern (‘star-shaped cinnamon cookie’). Thus, a
user can search for very specific word fields without consulting any a priori taxonomy.

Technically, the semantic search is part of a traversal of the graph database. The
database will search for word sense nodes whose cosine similarity to all of the search
key nodes provided by the user is greater than a certain threshold. The search result
list contains the LWPD words connected to these word sense nodes. The user may
alter the threshold in the query to influence the size of the result set and obtain results
that are more or less ‘strict’.

A very similar approach has already been successfully used for search engine
optimisation (Castro Fernandez et al., 2018; Kuzi et al, 2016; Fernandez et al., 2008)
but not for semantic searches of lexicographic resources.
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3. Evaluation

3.1 Usability and performance

The quality of a semantic search can be measured in terms of two properties: 1)
Usability and 2) performance. (Elbedweihy et al., 2012)

(1) Usability: In our onomasiological search, search queries are entered using
natural language search keys, so no query language needs to be learned. It also
allows anyone to easily execute semantic search queries without having to read
a manual beforehand. In addition to this, due to the autosuggesting input
facility, the user does not have to invest much time in finding out which search
keys are available at all and in formulating his search queries. In contrast, with
a domain-based search, one must first become familiar with the taxonomy
before starting a search. Furthermore, the searches are highly flexible. Thus,
users can add or alter a search key if they want to filter the results of the
previous search or found that the previous search was incomplete.

(2) Performance: The cosine similarities between the LWPD word senses and the
search keys are all precomputed and stored in the graph database, if the cosine
similarity is above a certain threshold. Since both the cosine similarities and the
search keys stored in the graph database are indexed, a traversal from a search
key to ‘matching’ LWPD words is possible in (approximately) constant time,
and therefore very fast.

3.2 Quality of the search results

The quality of the search results of many semantic searches is evaluated by comparing
the results of different search engines for the same query (e.g. Tiimer et al., 2009; Uma
Devi & Meera Gandhi, 2015). In our case, however, this is not possible because the
data of lexicographical resources with a semantic search function differ from each
other, which means that they are trivially providing different search results for the
same query.

Moreover, the notion of recall of the search results is ill-defined in the case of the
system presented here. The recall is calculated as the quotient of the relevant search
results and that of all relevant items from the LWPD, i.e. those lexical units from the
LWPD that should appear in the search results. However, the relevant search results
would have to be determined by a human annotator, which has several disadvantages:
(a) there are no fixed criteria for deciding whether a lexical item is ‘really’ a relevant
search result, so subjective decisions are necessary; (b) an exhaustive search for
relevant search results would be too time-consuming even for a small fraction of search
keys.
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The precision of the search results seems to be somewhat less problematic and could
be tackled in a similar way as in Chauhan et al. (2013) and Mohamed and Shokry
(2020). The precision is calculated as the quotient of the relevant search results and
the number of all search results. Thus, it indicates the proportion of relevant search
results in relation to all search results — it is not necessary to determine all possibly
relevant items in the LWPD. In practice, however, it is still almost impossible to
decide whether a result offered by the system should be considered relevant, e.g. if you
select the search key Speise (‘dish’), is Koch (‘cook’) relevant? What about Service
(‘(coffee) set’)? Operationalising the evaluation of search result quality beyond taking
samples from user studies is clearly an avenue for future research.

Unfortunately, a thorough evaluation of LWPD’s onomasiological search will have to
wait until at least a considerable subset of our data is available. We hope to complete
the annotation of word senses for all German etyma by the end of 2021.

To get a first impression of the quality of the search results, we conducted a small
study on the German etyma that are represented in the LWPD in its current
incarnation, simulating possible search queries by looking for suitable words in the
lexicographical sense definitions of these etyma. Of the 3,709 ‘meta-etyma’ that serve
as headwords in the Dictionary of German Etyma in the present database of the
LWPD, 2,074 appear as CN words and also figure as lexical units in at least one
GermaNet synset (we used GermaNet 14.0). For each such etymon E, we collected its
word sense definitions as given in the LWPD dictionaries. All words in these
definitions were POS-tagged and lemmatised with a standalone version' of the GATE
DictLemmatizer plugin. For 1,668 etyma, at least one lemmatised word W was found
that (i) belongs to the NN, ADJA or VV* POS-classes most relevant for searches and
(ii) appears both in CN and in at least one GermaNet synset. For each such word W
we determined the pair of one synset containing E and one synset containing W that
has maximum semantic similarity Sgw according to the information-content-based
measure by Lin (1998), assuming that the semantics of words W in a sense definition
for a word E bears significant similarity to a word sense of E. The resulting 4,676 pairs
turned out to be, in hindsight, a surprisingly noise-free collection of pairs of clearly
semantically related terms such that the words W appearing in the definitions for the
respective E did indeed very often appear to be good candidates for search keys
relevant to E.

We then calculated, for each E-W pair, the CN-based cosine similarity between E and
W and compared it to the Sgw measure introduced above. The results are shown in
Figure 2. The more similar a word W in the definition of an etymon E is according to
Germalet, the higher, on average, is the cosine similarity between these two words.
For highly GermaNet-related words, the average cosine similarity goes up to a

! The software is available at
http://staffwww.dcs.shef.ac.uk /people/A.Aker/activityNLPProjects.html .
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remarkable 0.65. It must be emphasised that these numbers constitute at best
anecdotal evidence of the power of our approach to semantic search, but given the
fundamentally different ways in which Lin’s measure on GermaNet synsets and cosine
similarity of word embeddings treat semantic similarity, they nevertheless indicate a
basic and non-trivial consistency of search result quality with our theoretical
expectations.
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Figure 2: Average cosine similarity (blue bars) between German etyma E in the LWPD and
words W in their definitions as a function of the Lin-measure based similarity of the
corresponding maximally semantically similar GermaNet synsets (x-axis). The leftmost bar
represents a maximum Lin-similarity between 0.0 and 0.1, and so on. The orange line indicates
the percentage of E-W pairs falling in the respective class; so for example the eighth column
reads “6.5% of all E-W pairs [orange line] have a Lin-similarity between 0.8 and 0.9 [x-axis
position] of their respective synsets; the average cosine similarity of E and W in this class is
0.58 [blue bar].”.

4. Conclusion

The experimental approach to onomasiological access in a multilingual lexicographical
resource outlined in this paper is still in an early stage of implementation. It offers
possible solutions to many of the issues of traditional ‘domain-based’ search strategies,
sketched in section 1. Taking up the points listed there, we can wrap up our discussion
with the following observations.

(a) Lexicographical annotators gain enormous flexibility in characterising word
senses through a huge number of descriptor words. The downside to this is the
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curious fact that, as noted above, annotator agreement is not a useful validation
criterion anymore; in addition, annotators cannot assess the implications of
their descriptor assignment choices for future users. It is, however, possible to
give the annotators some feedback on the ‘effect’ their assignments have by
showing them which other lexical units in the LWPD the assigned descriptors
are semantically similar to and would be retrieved using the assigned
descriptors in a query.

(b) Instead of having to reconstruct a lexicographical practice of domain
assignments, the user is offered a much more open, even playful access to
semantic search. Guided by autocomplete functionality and without prior
familiarisation with a system of domains, users can experiment with any
combinations of search keys to delimit and change (narrow down or open up)
the scope of their queries. Thus, this kind of semantic search fits very well into
the concept of the LWPD, since it is a lexical resource aimed at scientists as
well as interested laypeople.

(¢) The fundamental problem of having to decide on a more or less fixed set or
taxonomy /hierarchy of semantic domains in advance of the whole annotation
process simply disappears.

(d) As said above, it takes a lot of effort to change the taxonomy in a domain-based
search or just redefine the ‘boundaries’ of a given domain. In contrast, the word
embedding approach is highly dynamic. (i) The set of search keys can be
altered in any conceivable way any time, including additional languages (as
long as the keys are included in CN, which is very likely, because the CN
embeddings are trained on a very big database). (ii) The scheme of mapping
descriptor labels onto weights can be adjusted as needed. (iii) The pretrained
set of multilingual embeddings can be exchanged for another one. In this case,
only word senses with descriptors absent from the new embeddings must be
annotated anew. It is not to expected that this concerns a sizeable fraction of
the word senses. (iv) Of course, assignments for individual word sense can be
revised any time. In all cases, all it takes for the changes to take effect is a
recomputation of the vectors and cosine similarities in the database.

In the end, the most desirable state of affairs would most certainly that of offering
users a combination of different semantic search options. Finding out which option is
the best for which usage scenario remains a topic for further research.
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Abstract

Advances in open-source lexicography tools have made it more practical to digitise historical
dictionaries and lexical resources. However, most retro-digitisation efforts have catered to
dominant languages while ethnic minority and indigenous languages tend to be neglected. In
countries with a large number of regional and local languages, such as the Philippines, retro-
digitisation is a daunting challenge. Of its 186 languages and 500+ dialects, only a few are
known to have e-dictionaries produced. The traditional “top-down” approach simply does not
scale, since the community need for language documentation far outstrips the number of
motivated linguists, lexicographers and funding entities available. This paper describes a
complete tool chain and workflow that we used to digitise a Hanunoo-English dictionary
originally published in the 1950s (Conklin, 1953). A trainable OCR engine, Tesseract (Smith,
2007), is used to handle the novel glyphs found in the dictionary. Post-edits were performed to
fix OCR errors, extract lexical elements from the transcribed pages, and produce an XML-
formatted electronic dictionary containing 5,779 entries. The Lexonomy dictionary editor
(Méchura, 2017) was used to edit the entries and host the access-controlled electronic
dictionary online.

Keywords: indigenous language; retro-digitisation; electronic lexicography; OCR; LSTM

1. Introduction

Starting with the publication of “Samuel Johnson: A Dictionary of the English
Language” on CD-ROM in 1996 (Schneiker, 2009; McDermott 1996), a growing
number of projects to digitise historical dictionaries have been launched. The reasons
for undertaking these projects vary and include: disseminating resources of “great
historical value for European lexicographical heritage” (Salgado, 2019), aiding research
to trace “the history of the language” and understand “society’s situation at the time
of the publication” (Ozcan, 2018), providing “valuable information on the first
attestations of words, on their variants (ranging e.g. from formal to diachronic or
diatopic kinds), on the authors who quote them, and on their etymologies” (Sassolini,
2019).

Having a dictionary in one’s mother tongue confers many advantages (SIL, 2020)
including:
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= Validating the use of the vernacular language and boosting the community’s self-
esteem

= Promoting literacy and serving as a bridge to mainstream languages

* Helping mother-tongue writers record their oral traditions and author new material

* Helping in creating educational resources in the local language

* Facilitating translation of health bulletins, news and other informational materials

Moreover, when dictionaries are digitised and made available online or as mobile
applications, they promote cultural identity and a sense of pride, foster language use
in youth (who heavily use mobile apps), and encourage learners around the world to
interact and use the language which helps in preserving it.

Despite the numerous benefits of having retro-digitised lexical resources, many speakers
of minority and indigenous languages today do not have electronic dictionaries and
grammar reference books for their own communities to use. Why is this so? We believe
the overall cost of retro-digitisation projects in terms of the time, money and skills
required are still too high, making them out of reach for marginalised language
communities. Without adequate funding and institutional support, these communities
often depend on external partners who happen to express interest in their mother
tongue to initiate the projects on their behalf.

Creating dictionaries from scratch takes considerable time and resources. Not only is
the initial word collection effort expensive, but even the subsequent phase of producing
the dictionary typically requires two people working full time for 12 to 18 months (SIL,
2020). This is where historical dictionaries can play a vital role. Many dictionaries for
languages of ethnic minority and indigenous groups have been published in the last 100
years. Often it took years to compile them given the language barriers and extreme
difficulty in reaching the target communities, who often lived in remote locations. Thus
they contain substantial linguistic and cultural knowledge, and while no doubt many
words have shifted in meaning or are no longer used by today’s native speakers, core
vocabularies are surprisingly resilient to semantic shift and can be used to bootstrap
or augment modern dictionary-building initiatives when desired by the community. In
other words, retro-digitisation enables ethnic minority and indigenous communities to
start building e-dictionaries for their language with less risk, cost and effort.

However, retro-digitisation presents a huge challenge for countries with a large number
of minority and indigenous languages. The traditional “top-down” approach where
language documentation projects typically require multi-year efforts and sizable
budgets simply does not scale (i.e., the number of languages to be documented far
outstrips the number of motivated linguists, lexicographers and funding entities
available). The Philippines makes for a good example. With 186 languages (Eberhard
et al., 2021) and 500+ dialects, it is the 25th most linguistically diverse country in the
world (World Atlas, 2009), but almost half of these languages are considered
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endangered (Eberhard et al., 2021), and thus the need to produce more language
resources to revitalise them.

In this paper, we describe our project to retro-digitise a historical dictionary developed
for the Hanunoo Mangyan language. Hanunoo (IPA: [hanunu?2]) is spoken by one of
the eight Mangyan ethnic groups in Mindoro, an island in the southwestern part of the
Philippines. Other languages include Alangan, Iraya, Buhid and Tadyawan (Zorc,
1974). It is classified as an Austronesian language, a sub-classification of Malayo-
Polynesian, further sub-classified as a Greater Central Philippine language (South
Mangyan) (Eberhard et al., 2021; Blust, 1991). There were approximately 25,100
speakers of Hanunoo Mangyan as of 2010 (Eberhard et al., 2021).

2. Related Work

The Hanunoo Mangyan is a unique ethnolinguistic group in the Philippines as it has
its own indigenous system of writing, known as the Surat Mangyan. Their system of
writing is said to have descended from the ancient Sanskrit alphabet. There are 18
characters in the syllabary, three of which are vowels; the remaining 15 are written in
combination with the vowels (Conklin, 1953). However, the writing system is no longer
used in the day-to-day encounters of the Hanunoo Mangyan population.

Prior works in documenting the Hanunoo language are found in literature. Studies on
the Hanunoo vocabulary (Scannel, 2015) and Hanunoo and English (Conklin, 1953,
1955, 1962) have been conducted and dictionaries produced. Harold Conklin, an
American anthropologist who studied the indigenous Hanunoo culture in the
Philippines after serving in the US Army during WWII, authored the “Hanunoo-
English Vocabulary” (Conklin, 1953) using field notes from his voluntary fieldwork in
Mindoro. It is this dictionary that inspired our retro-digitisation project.

Digitising historical dictionaries has been carried out for various languages including
English (Johnson, 1996), German (Christmann, 2003), Portuguese (Simoes, 2016;
Salgado, 2019b), Turkish (Ozcan, 2018). Italian (Sassolini, 2019), French (Salgado,
2019b) and Spanish (Salgado, 2019b). Text capture, the process of converting print
pages into text, can be grouped into three approaches. For digital-born dictionaries
that were printed from LaTex or tagged PDF documents, the embedded markup in the
typesetting files was used directly to create XML-formatted e-dictionaries with minimal
processing (Simoes, 2016; Salgado, 2019b). Some projects, including the Oxford English
Dictionary 2nd Edition and the Deutsches Woérterbuch (Christmann, 2003) relied on
brute force, employing typists to manually enter the entire text, in some cases double-
keyed to achieve higher accuracy. The third and most common approach is to apply
OCR technology to transcribe scanned page images to text (Sassolini, 2019).

The Text Encoding Initiative Guidelines (TEI Consortium, 2016) is a de facto standard
for digitally encoding all types of written texts, ranging from novels and poetry to
mathematical formulae or music notation (Salgado, 2019a). Its “Dictionaries” chapter

94



Proceedings of eLex 2021

provides guidelines for encoding human-oriented monolingual and multilingual
dictionaries, glossaries and similar documents. TEI-Lex0 (Banski, 2017) is a proposed
extension to address representational ambiguities in TEI with a stricter set of encoding
rules. It has been used to construct the Nxa?amxcin (Czaykowska-Higgins, 2014),
Portuguese, Spanish, and French Academy Dictionaries. Salgado (2019b) proposed
further enhancements to TEI-Lex0, most notably in terms of diatextual labels.

3. Materials and Methods

In this section, we discuss how the Hanunoo dictionary was digitised and published for
our target audience. We use the workflow stages defined in the DariahTeach’s
“Digitizing Dictionaries” course (DariahTeach, 2020) to organise our presentation.

Several post-editing tasks were needed to convert the original book into a user-
accessible digital resource. In this retro-digitisation project, we trained an OCR engine
to recognise special characters used in the Hanunoo dictionary because out-of-the-box
OCR engines did not perform well and thus were put aside. Proofreaders were employed
to correct residual errors in the OCR output, and to format the content to conform to
an XML schema we defined for semantic markup.

3.1 Planning

Planning was simple given that the project is a loose collaboration between the primary
author (independent researcher) and faculty members of the De La Salle University’s
(Philippines) English and Applied Linguistics, Behavioral Science and Computer
Technology departments. We aimed to explore innovative ways to leverage mutual
interest in developing electronic lexical resources for the Philippines’ indigenous
languages.

The immediate goal was to produce a high-quality, digitised version of the Conklin
dictionary which could serve as: 1) an accessible historical reference of the Hanunoo
language, and 2) an auxiliary source of lexical data to augment recent Hanunoo
language documentation projects. To make the e-dictionary accessible to our target
users, we published it as a web-based application and shared the data for research and
community use by providing the XML source. To ensure a high-quality final output,
each page would be proofread. While we did not set a formal project schedule, we
discussed a soft target of three to six months.

3.2 Image and Text Capture

Because the Conklin dictionary is out-of-print and rare, we sent our copy to a
book-scanning service for non-destructive scanning in order to preserve it. We received
an image scan of all the pages as a PDF file, as well as an OCR~ed version in Microsoft
Word. However the OCR output had too many transcription errors which the company
could not correct, so an alternate OCR solution was needed.
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In analysing the transcription errors, we found a systematic pattern. Most were due to
two special characters used in the Conklin dictionary that stumped out-of-the-box OCR
engines: the 1 (eng) letter and the 2 glottal stop symbol. They were often mis-
transcribed as ‘g’ and question mark ‘7’ characters, respectively. Another set of
common errors were the sporadic omission of diacritical marks on vowels. The 1) and
diacritical mark errors were especially problematic, because being both pervasive and
subtle, manually correcting them would have been very labour-intensive and so it is
desirable to have them accurately transcribed.

To overcome these errors, we searched for OCR engines that can be trained to recognise
new symbols. Of the two that we found, Tesseract (Smith, 2007) and OCRopus (Breuel,
undated), we chose the former because it supports many more pre-trained language
models' and is actively maintained. Moreover, starting with version 4, Tesseract
employs Deep Learning technology (LSTM neural networks) for more accurate text
recognition.

3.2.1 Training the OCR Engine

Training Tesseract began with finding a pre-trained language model that can recognise
the most characters present in the source document’s character set. For Conklin’s
dictionary, a reasonable assumption would be to wuse the Tagalog model
(tgl.traineddata), since both Tagalog and Hanunoo are Philippine languages. However,
our experiment showed that the Spanish model (spa.traineddata) was a better starting
point because it recognised diacritical marks in vowels (&, é, i, 6, 1) more accurately
than the Tagalog model.

Next, we strategised on how to handle the 1 and 2 special characters. The 1 (eng)
symbol, a ligature of the digraph “ng”, is pervasive in some Philippine languages. Thus
we wanted the OCR to recognise 1 accurately to avoid a massive number of
post-corrections. On the other hand, question marks ‘?’ were seldomly used in the
vocabulary pages so globally replacing them with a glottal stop symbol yielded very
few errors which were easily corrected during proofreading. We will revisit the theme
of minimising the production cost in the Discussion section. The key point is that by
choosing a good starting language model and allowing for a small number of expected
transcription errors, we reduced the OCR training task to recognising just one new
character (7).

The high-level steps are described in Table 1. We wrote scripts to execute each step as
single-line commands. For reference, the scripts and the detailed steps are available on
GitHub? To create the training data, we chose 20 sample pages from the scanned
dictionary, preferring pages with Hanunoo words containing 1 in different positions
(first, middle, last letter of the words).

! For a list of Tesseract language models, see https://github.com /tesseract-ocr/tessdata
2 Qur project repository can be found at https://github.com /isawika/retro-digitization
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Step

Notes

1. Prepare the training data.

Split the PDF document into individual pages.
$ pdftk book.pdf burst

Convert the PDF pages to TIFF format.
$ pdf2tiff *.pdf

Output: page-01.pdf, page-02.pdf, etc.

We use TIFF image files because both
Tesseract and jTessBoxEditor support it.

Output: page-01.tiff, page-02.tiff, etc.

2. Create a Tesseract box file for each page.

$ for i in *.tif; do ../tessbox.sh $i; done;

A box file contains Tesseract’s predicted
characters in the page. OCR is performed
using a pre-trained Spanish language model.

3. Open each page in jTessBoxEditor, then find
and correct the OCR errors.

jTessBoxEditor saves the edits in the box file.

4. Convert each box file into a plain text file.

$ for i in *.box; do ../box2lines $i; done;

Output: page-01.txt, page-02.txt, etc.

5. Create the training text.
Combine the plain text files from Step 4.

$ cat page*.txt > hanunoo.txt

Prune the file and add to the Spanish training data.

$ cat hanunoo.txt >> spa.training text

Multiple experiment runs may be needed to
determine the appropriate mix of new and
original training data. See 3.2.2 for details.

6. Run the Tesseract fine-tuning procedure.

$ tesstrain.sh; combine_tessdata; lstmtraining

For brevity, the full commands are not
shown. They mimic the commands in the
“Fine Tuning” section of the Tesseract
tutorial. 3

Table 1: Steps for fine-tuning the Tesseract OCR engine

3.2.2 Evaluating the models

Only a small amount of sample text is needed to fine-tune the OCR engine. For the
Conklin dictionary, we found that adding 40 lines of Hanunoo text to the original 68

lines of Spanish training data (spa.training text) yielded the best results. In fact,

including more Hanunoo text resulted in more OCR errors. Even more surprising,
removing the Spanish text completely and replacing it with Hanunoo text produced a

model that performed the worst and generated unknown words (“hallucinations” in

Tesseract parlance). In the latter two cases, we believe the resulting neural net models

3 Training, see https://tesseract-ocr.github.io/tessdoc/tess4 /Training Tesseract-4.00.html
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were overfitted to the training data. We ran eight experiments in total, from which we
selected the best performing model.

3.2.3 Using the trained model

We transcribed the vocabulary pages (N=270) using the best re-trained language model
“X3”, then replaced all occurrences of question marks ‘?” with glottal stop ‘2’ symbols.
Figure 2 shows a sample result. All 1) symbols were recognised. However the glottal
stop substitution rule incorrectly replaced the question mark symbol “[7]” in Line 1 (an
infrequent error). These need to be fixed in the post-edit step.

+2dbap  a type of basket form or shape [?]. See ?apibag.

?abdyg leaving behind.
mag?arabanan leave behind, depart from.
?inabagdn left behind.

Figure 2a: Source PDF

+?aban a type of basket form or shape [?]. See ?anabap.
?aban leaving behind.

mag?arabanan leave behind, depart from.
?inabanén left behind.

Figure 2b: Transcription before training Figure 2c: After OCR training & glottal
stop replacement

3.2.4 Post-Editing

The transcribed pages needed manual review to correct residual errors. We used
UpWork? to find freelance proofreaders and had a positive experience. After posting
the project for five days, we received 31 bids, screened applicants with a sample task,
and hired two freelancers to work in parallel. While we initially planned to hire a third
person to provide 2X coverage on 25% of the pages, this proved unnecessary as the
quality of the two proofreaders’ work was excellent.

We spot-checked the pages on a MacBook computer using the open-source Meld tool?,
visually comparing the OCR transcript with the proofreaders’ edits and consulting the
original PDF page as needed. Figure 3 shows an example output.

* see http://upwork.com

® see https://meldmerge.org
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¥?dga (2) punctuality, See ma?dga. L) ¢ #74ga (2) punctuality. See ma?éga.

tagd?as (B) a species of tree (family Sapotaceae?).
?agé?as (B) a species of tree (family Sapotaceae?).

?dgad horizontally placed wall or fence brace(s), poles lashed to upright

at regular intervals, ?dgad horizontally placed wall or fence brace(s), poles lashed to upright
at reqular intervals.

?agdd Agdd, a woman's name.

?agdp Agdng, a man's name. ?agdd Agdd, a woman's name.

?4gap guarding of an opponent, as in games involving close covering, ?agdn Agdng, a man's name.
following, and blocking.
?dgap guarding of an opponent, as in games involving close covering,
¥?4gas quality of being sealed, closed, healed over. See +?agasdn, sihi? = following, and blocking.
?agasan.
¢ t74gas quality of being sealed, closed, healed over. See +?agasdn, sihi?
?agds (S, gas) petroleum, kerosene for lamps; a rare commodity among ?agasan.

Figure 3: Comparison of an OCR output (left) and the proofread page (right). Blue
highlights denote modified lines, with the actual changes in dark blue. The green highlight
denotes a blank line that was added to separate two dictionary entries.

3.3 Data Modelling and Enrichment

Data modeling and data enrichment were intricately enmeshed in our project and so
we discuss them together. First, we analysed the dictionary entries to identify the
various semantic elements present to design the encoding schema in Figure 4a. We
followed the TEI-Lex0 standard (Banski, 2017) with some deviations for a simpler
markup. For example we skipped the use of <form> elements, inserting the
<headword> and <pronounce> elements directly under the <entry> node.

= <entry> ?ugit (A) excellence, fineness. Cf. *?4yad.
- ChekBmEas ma?ugit good, fine.
T Mo eees Figure 4b: An entry in an OCR-ed page

xml:lang

= <sense>

<index> <entry>
<flag> <headword xml:lang="hnn">ugit</headword>
A <pronounce xml:lang="hnn">?ugit</pronounce>
e <sense>
ynonym- <index>1</index>
e <flag>A</flag>
B <def>excellence, fineness</def>
<cf>+?ayad</cf>
st S <usage>
il <pronounce>ma?ugit</pronounce>
T SRESEER <example>good, fine</example>
Samang </usage>
s s </sense>
<note> </entry>
Figure 4a: Schema for Conklin dictionary Figure 4c: Entry formatted in XML

The entries in the Conklin dictionary intermixed references to synonyms, word origins,
“c.f.” / “see also” terms or other annotations with the definition body (Figure 4b). We
wrote a Python script (conklin2zml.py) to unpack them into separate XML elements.
The textual flow followed a fairly regular pattern, making it easy to define pattern-
extraction rules.
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To make the dictionary searchable, the script also created two XML elements for each
headword. The <headword> field contained a Romanised form of the word with
syllable hyphens and glottal stop symbols removed, and with “1” symbols changed to
“ng”. The <pronounce> field retained the original orthography. For example:

“2ina? 2uliy” (stepmother) becomes <headword>ina ulung</headword>

<pronounce>?ina? ?2ulin</pronounce>

Calling the Python script with the OCR-~ed text as input, as shown below, will produce
a fully-formatted XML document (Figure 4c):

$ conklin2xml.py page021-ocr.txt > page021.xml

As in the OCR text capture, the output XML documents contained errors that needed
manual correction. In addition, post-edits were needed to undo several “typographical
and editorial conventions of the print medium” (Tasovac, 2010), specifically to merge
lexical entries that spanned across two pages and to dehyphenate words that wrapped
at the end of a text line.

We hired a third freelancer to perform the post-edits, a task that took 14 days to
complete. To simplify the editing task, we loaded a specially formatted version of the
XML documents into a self-hosted Lexonomy dictionary editing application (Méchura,
2017), where each “entry” embodied a page’s worth of lexical entries. This “page view”
format significantly aided proofreading because it was easier to visually compare a
virtual page against its original PDF source (Figures 5a and 5b) and make corrections
to the virtual page (Figure 5c).

New D 773 b % Edit Clone = @ Delete l4

CONKLIN: HANUNGO-ENGLISH VOCABULARY 219

219
patly (Z) a medium-sized blackish ant which builds rounded mud hills of

patung patin
) [Z] amedium-sized blackish ant which builds rounded mud hills
of surprising durability

paturibas paturibas
(1 slanting, oblique
Origin tibas

patuwangtuwang patuwantiwan
[ human rocking-chair game; an amusement of Hanunéo boys
Origin +tiwan

patuyu patdyu?
[} toward, in the direction of

Origin tdyu?

pawa piwa?

[0 light; clearness; luminosity, mostly in a figurative sense; for a term
covering a more physical sens

Usage pamdwa? that whichTeveals, illuminates; e.g., ti mahdl

paméwa? gospel

Fig ba: “Page view” has an entry with
dangling text caused by a run-on sentence
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surprising durability,
paturibas  slanting, oblique, (< tibas, qv.)?

patuwantiway human rocking-chair game; an amusement of Hanundo boys,
(< Hhiwag, q.v.)

patdyu?  toward, in the direction of, (< tdyu?, q.v.)
piwa? (1)  light; clearness; luminosity, mostly in a figurative sense; for a
term covering a more physical sense see rayaw,
pamawa?  that which reveals, illuminates; e.g., ti mahdl paméwa?
'gospel'

pawa? (2) a clearing or space, interval between, as of a clearing in the
forest.

piwa? (3) (B) a species of palm, [L.E))

pawahig (A) return, going back (spatial),

Figure 5b: Source PDF (error highlighted)



Proceedings of eLex 2021

batch4 Edit Configure Download Upload v

l S New ID b [E save* = Cancel Clone @ Delete 4 C
tarts llke this - ¥ =i word-entry
zur
208 : headword xml:lang hnn pawa
209 : pronounce xmli:lang hnn pawa?
210

: sense
211

index i

def

214 light; clearness; luminosity, mostly in a figurative sense; for a term covering a more physical sense
215
see
216
217 = [lesa0s rayaw
218 i pronounce
219
example pel
220
=i word-ent
221 b/
222 i headword xml:lang hnn pa
= iopr hnn pa

Figure 5c: Entry is fixed by splitting the reference into a “see” XML element

3.4 Publishing

After the data enrichment edits were completed, the XML documents were downloaded

from the Lexonomy® platform. The documents were reformatted to detach the

individual dictionary entries from the page frames and were re-uploaded. The resulting

e-dictionary contains a total of 5,779 headwords, as shown in Figure 6.

ababa ababa
ababaw
abaga
abagat
abagat
abagat babayi
abagat lalaki

abaka

Conklin Edit Configure Download Upload v
i \ | 5779 I= New ID 6387 2 & Edit Clone @ Delete @
starts like this ¥
aapunan §  aapunan ?a?apunin
aba roosting place, especially a roost for domestic chickens, but also any
aba perch upon which birds rest at night
abaaba Origin ?épun
abaaba Cf ?apuniin

Figure 6: Format of the dictionary after the entries were detached from the page frames

The Hanunoo-English dictionary is online and access-controlled with individual

permissions granted in consultation with representatives of the Mangyan community.

The same Lexonomy platform used for editing is used to publish the e-dictionary.

6

see https://www.lexonomy.eu
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4. Discussion

Despite its introduction over 20 years ago, retro-digitisation technology is still
immature. While numerous projects have documented their workflow and tools to share
knowledge, there are no clear guidelines to help lexicographers figure out which solution
is best for their needs. Often they must find out by trial and error. This is an
inconvenience for larger and better-funded organisations but a barrier for the
resource-constrained, many of whom represent or support ethnic minority and
indigenous communities. We thus aimed to help address this issue by introducing a
complete digitisation workflow that leverages open-source tools to eliminate or
significantly reduce software expenses, and by sharing techniques that contribute to
best practices for digitising lexical resources.

In implementing our project, we observed some limitations in the tools we used:

» The Tesseract training program (tesstrain.sh) randomly shuffles the input
training data which unpredictably varies the performance of the trained model.
To compensate, we ran experiments multiple times to obtain the best model for
a given training setup.

= Lexonomy does not support limiting user access to a subset of a dictionary. To
prevent proofreaders from accidentally overwriting others’ work, we created
separate dictionaries containing only the entries each one was responsible for.

* Lexonomy has no built-in support for the “page view” editing as described in
Section 3.3. We jerry-rigged it by temporarily reformatting the XML document.

= There appears to be a lack of data interoperability among lexicography tools
from different providers. For example, an organisation that wants to use SIL’s
Dictionary App Builder” to create a mobile version of their Lexonomy e-
dictionary would first need to build a custom translator.

We admit that the workflow we propose still includes steps that may be challenging
and intimidating to less technical users. Training the Tesseract OCR remains to be an
art and needs to be simplified. Similarly converting the OCR~ed dictionary pages into
XML documents requires someone skilled in writing Python scripts. For the latter,
tools such as GROBID-dictionaries (Khemakhem, 2017) which allow users to specify
the transformation rules by giving examples can enable laypeople to do the task.

There are also aspects of our method that require further exploration. While our
solution worked well for digitising the Hanunoo-English dictionary, we do not know
how generalisable it is. Questions include: How likely will other projects be able to find
a good OCR language model as a starting point? How does the number of unknown
characters in the source’s alphabet affect training complexity? What conditions make
it possible to achieve high recognition accuracy on mixed-language text with a single

7 See htt ps:/ /software.sil.org/dictionaryappbuilder
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language model? In our case, we obtained surprisingly excellent transcription quality
for both Hanunoo and English text from a language model that we did not train with
English text included.

Digitising the Hanunoo-English dictionary presented some ethical concerns. While the
dictionary itself became public domain when its US copyright expired, the vocabulary
it contains is considered property of the Mangyan people. Therefore publishing it online
requires their Free, Prior and Informed Consent (FPIC) as mandated in the Philippine
Indigenous Peoples’ Rights Act of 1997 (IPRA, 1997) because “the copyright to their
indigenous language has no expiration” (private communication). There is also the
question of whether our team is guilty of treating “language as data” (Bird, 2020). In
this regard, Bird seems to level criticism against researchers who employ “zero
resource” techniques that automatically “discover the language” from audio recordings
or transcriptions without further input from linguists, speakers or previously developed
language resources. Our project takes a completely opposite approach, reusing and
repurposing linguistic knowledge that Conklin and several members of the Hanunoo
tribe meticulously documented 70 years ago. However, due to these concerns we took
the measured approach of making the e-dictionary available only to the Mangyan
community and for limited research. While the Mangyan people are reluctant to
publicly share their vocabulary online for fear of cultural misappropriation, they
supported and participated in building the vocabulary for an earlier e-dictionary project
initiated by the De La Salle University research team (Uy, 2020). In that project the
community acknowledged the importance of digitising their language for preservation
purposes, affirming their openness to change.

5. Conclusion and Further Work

We presented a tool chain and detailed workflow for digitising a historical dictionary
which required the use of a trainable OCR engine to recognise special characters. While
the technique was successfully demonstrated in one dictionary, we believe it is
applicable to other similar projects. In designing the workflow, we aimed to lower the
bar to retro-digitisation in order to encourage more paper dictionaries for other
languages to be digitised. We also hope to give minority and indigenous communities
an easier way to build and shape their own language resources so help them become
more active participants in the digital age.

We plan to host the Hanunoo e-dictionary online indefinitely given the modest cost of
hosting (US$800 to $2,500 per year). We will seek volunteers and explore support
options for maintaining the dictionary content and the website. Our group intends to
expand the research to the other Mangyan languages, namely Buhid, Tawbuwid,
Alangan, Iraya and Tadyawan, and possibly to other Philippine indigenous languages.

In doing so, we anticipate some challenges ahead. First, data availability is a concern
because there may be fewer printed lexical materials and native speakers available to
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build a dictionary for the other indigenous languages. Related to this is the issue of
combining digital resources for the same language. Various sources are likely to differ
in levels of organisation, from unstructured (narratives, poems) to structured
(dictionaries), and some materials may even incorporate the orthographies of the
Mangyan indigenous writing scripts. These informational mismatches must be
reconciled, with a suitable XML dictionary schema developed, so that content can be
merged. Third, maintaining and growing the e-dictionaries will require more robust
data management processes to enable faster, distributed content creation without
sacrificing data quality. As an example, we would like to harness crowdsourcing to
build dictionaries more rapidly but with appropriate submissions screening and review
processes in place. Another issue is that when working with indigenous groups, securing
the appropriate ethical approvals for research takes time and this can significantly
delay or curtail the data gathering process. Finally, funding grants for language
documentation is difficult in the Philippines given the limited government support for
such research endeavours. Despite these challenges, we remain determined to pursue
these projects and leverage the open-source, retro-digitisation solution we developed.
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Abstract

For such a rare language combination as Estonian-Slovak, it is complicated to find study
materials designated for Slovaks learning Estonian, especially a bilingual dictionary, an essential
language study resource. However, building a bilingual dictionary from scratch requires a lot
of work and effort. The half-automatic computational methods and available open-source
language resources offer a possible solution for this complicated task. One approach is to merge
two already existing dictionaries that share a common language to derive a new language pair
dictionary. However, as words are polysemous, many mistakes could occur while attempting so.
Therefore, it is required to edit the aligned translations afterwards.

This article describes the process of compiling the Estonian-Slovak dictionary created from
English-Estonian and English-Slovak dictionaries. English was chosen as an intermediate
language, as it is a well-resourced language, and all materials are easy to find. Various
automatic techniques were applied in the editing step to decrease the number of incorrectly
aligned translations. Finally, the techniques used and quality of the dictionary were manually
evaluated on a random sample of 1,000 translations.

The final version of the dictionary consists of 138,779 translations, and the Estonian headword
list covers about 85% of basic Estonian vocabulary, which contains around 5,000 lemmas. The
correct translations form approximately 40% of the dictionary. Additionally, a web application
is being developed for this dictionary.!

Keywords: bilingual dictionaries; (semi)automatic compilation; intermediate language;
Estonian; Slovak

1. Introduction

This project was created as a master’s thesis to provide more learning materials for
Slovak students who learn Estonian at the department of Baltic Studies at Masaryk
University. Students struggle with a lack of study resources in their mother tongue,
especially at the beginning, and it is challenging to find an accurate translation.
Therefore, this project assumed that a dictionary is one of the most crucial study
materials when acquiring a new language, as students look up a foreign word in the
dictionary to understand its meaning and use it correctly. Still, it is difficult to translate
directly into the learners' mother tongue for a low-resource language pair, such as
Estonian-Slovak. Many students thus use another major language as an intermediary,
which provides more materials. However, this could lead them to incorrect translations

L https://estonian-slovak-dictionary.herokuapp.com (23 March 2021).
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and cause mistakes in language usage. Unfortunately, creating a new bilingual
dictionary is a non-trivial task, especially for rare language combinations. Using
automatic methods and available open-source language resources could solve this
problem. One option is to derive a new bilingual dictionary from existing dictionaries
with well-resourced language as their common language. In this project, English-
Estonian and English-Slovak open-source dictionaries were merged to create a new
Estonian-Slovak dictionary. The direction from Estonian to Slovak was preferred as it
may be more critical for the learners to grasp the meaning of the foreign words at first.

As words are polysemic, the incorrect translations are also aligned by this method. For
example, pit (verb) ~ drink (verb, noun) ~ jook (noun). For this problem, several
solutions were introduced, e.g. inverse consultation (Tanaka & Umemura, 1994) or
inverse consultation combined with distributional similarity (Saralegi et al., 2011). The
inverse consultation method was based on extracting translations via intermediate
language and repeating the same process with the obtained words in the reverse
direction. Meanings included in the acquired intersection were considered correct. In
the latter method, the distributional similarity was computed from the custom-built
parallel corpora to retrieve the distances between the translations.

The above mentioned approaches have been used and improved over the years in various
projects, for instance, in a Japanese-French dictionary (Tanaka & Umemura, 1994),
Korea-Japanese dictionary (Shirai & Yamamoto, 2001), Basque-Chinese dictionary
(Saralegi et al., 2011), or in a project dealing with automatic generation of several
bilingual dictionaries (Ordan et al., 2017).

The difference is that those approaches focused more on the process of combining the
dictionaries. In this project, the merging is not as crucial as the automatic correction
of the aligned translations after merging. Besides, the techniques applied and the
quality of the resulting dictionary were manually evaluated to provide precise and
accurate results for each technique separately and the whole dictionary.

This article is structured as follows. The second section explains the nature of the
chosen dictionaries, and the following one focuses on the compilation process. The
fourth section deals with techniques applied for automatic correction of the incorrectly
aligned translations after the process of merging. Techniques are divided into separate
subsections: alignment based on the part of speech, comparison with WordNet and
Google Translation datasets, comparison of Estonian headword list with the EKI
Combined Dictionary, and comparison of named entities. After that, the results of the
evaluation are given. Finally, the conclusion is drawn, and new ideas are outlined.

2. Dictionaries

For this project, three types of open-source dictionaries were used, one English-Estonian
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dictionary? obtained from the Estonian Language Institute, and two English-Slovak
dictionaries, one from online dictionary platform dict.cc® where authors can contribute
and share their dictionaries and the other one from DictionaryForMIDs?*, which is a
free multi-purpose dictionary designed for cell phones, PDAs, or PCs.

The English-Estonian dictionary was a large dictionary with an extensive vocabulary,
which contained 83,089 headwords. On the other hand, the English-Slovak dictionary
obtained from DictionaryForMIDs had only 26,070 English headwords. Therefore, it
was necessary to include the second English-Slovak dictionary to create a greater
intersection with English words from the English-Estonian dictionary, so the resulting
compiled Estonian-Slovak dictionary would contain more entries. The English-Slovak
dictionary from dict.cc had 25,025 English headwords that belonged to the general
vocabulary and words from specific fields, such as anatomy or biology. It contained
explanatory notes and abbreviations as well, but those were eliminated in the text pre-
processing phase.

As a result, these two English-Slovak dictionaries together had 41,516 English
headwords. They overlapped in less than 10,000 headwords.

3. Merging Dictionaries

The first step required to merge English-Estonian and English-Slovak dictionaries was
to extract their common English word list. According to this list, every Estonian
translation was aligned with every Slovak translation, which caused an exponential
increase of the translations, and it aligned together words with different meanings (see
Figure 1). This merging created two dictionary directions: Estonian to Slovak and
Slovak to Estonian. As mentioned above, in the next steps, only the Estonian-Slovak
direction was processed.

The first version of the Estonian-Slovak dictionary contained 34,674 Estonian
headwords.

It was necessary to perform manual control on a random sample of 1,000 translations
to analyse the main mistakes after merging, so the solutions could be adjusted
accordingly. It was also essential to find out the proportion of the correct and incorrect
translations. According to the control performed, only around 25% were correctly
aligned translations. The remaining translations consisted of mistakes.

2https://www.eki.ee/litsents/ (21 March 2021).
*https://www.dict.cc/ (21 March 2021).
*https: //sourceforge.net /projects/dictionarymid/ (21 March 2021).
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epritomnost (noun)
eprezentovat (verb)
edar (noun)

epritomnost (noun)
eprezentovat (verb)
edar (noun)

esitlema
(verb)

epritomnost (noun)
eprezentovat (verb)
edar (noun)

kingitus
(noun)

Figure 1: Aligning the Estonian words olevik, esitlema, and kingitus with the Slovak words
pritomnost, prezentovat and dar according to the English word 'present'

As it was assumed, most of the mistakes were caused by the ambiguity of the words,
for instance, the diversity of the parts of speech typical for the English words (present
(noun) vs to present (verb)) (see Figure 1). Moreover, it included the words describing
nationalities, language groups and countries as in the word 'Ttalian', which could be in
Estonian itaallane (nationality) or itaalia keel (Italian language). These types of
mistakes occurred in 75% of all incorrectly aligned translations in the control group.

Other translations, around 7%, consisted of misspelled words, rarely used words, non-
lemmas, proper nouns, or foreign words from other languages.

The analysis of Estonian headword lists revealed that there were incorrect headword
candidates. 14% of them were multiword expressions. Multiword expressions were
considered as word sequences with some unpredictable properties (Parmentier &
Waszcszuk, 2019). They were manually detected during the control, and this group
included mainly expressions untypical for learners' dictionaries, e.g. in Estonian
graafiliselt esitama 'to present graphically' or tuhast puhastama 'to clean from the ash'.

2.5% of the Estonian headwords contained a hyphen, usually prefixes such as eba- 'un'
or silbi- 'syllabic'. These headwords were easily removable, but the question was
whether and which of these headwords are relevant for the learners, and thus worth
keeping in the dictionary.

There are several possible explanations for why those incorrect headword candidates
appeared in the headword list. The first is that English headwords' descriptive
translations became a headword in Estonian and Slovak while merging the dictionaries.
Other possibilities are that mistakes were made during the text pre-processing, or
potential mistakes were already in the original dictionaries.
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In the next section, the techniques applied for solving the errors mentioned above are
stated.

4. Applied Techniques

This section describes the techniques which were applied after merging the dictionaries.
All those techniques were adjusted to the mistakes revealed during the manual control
described in the third section. They were chosen to efficiently eliminate as many
incorrectly aligned translations or incorrect Estonian headword candidates as possible
while maintaining the correct translations.

4.1 Alignment based on the part of speech

The first technique assumed that translations have the same part of speech in both
languages. This means that the Slovak translation of an Estonian noun is a noun as
well, and all word pairs with a different part of speech are incorrectly aligned together.
This solution addressed the problem with the word classes' diversity of the English
words (see Figure 1).

EstNLTK library version 1.4.1.°> was used for annotating Estonian headwords, and the
web application Slovak POS Tagger® developed by the Slovak University of Technology
in Bratislava was chosen for Slovak translations.

The main problem while using this technique was with the accuracy of the libraries.
Tagging libraries give more accurate results when the context of the word is available.
However, there were no contextual words in this case, and the morphological analysis
proposed only one part of the speech tag that could but did not have to be the correct
one. For instance, Estonian verbs in a past passive participle form (e.g., teatud 'done')
are translated into Slovak as adjectives, but the EstNLTK tagger marked them in
different cases, either as verbs or adjectives, e.g. tagatud 'guaranteed' as a verb, maetud
'buried' as an adjective.

Another problem was that the Slovak tagger did not recognise around 13% of all Slovak
translations and marked them as unknown, which reduced the number of aligned
translations to compare. Between those words were rarely used words, inflected word
forms or multiword expressions containing spelling errors. However, any multiword
expressions could not be included in the part of speech comparison because they
received a POS tag according to the first word in the expression. Although usually, the
last word determines the part of speech of the whole expression.

> https://github.com/estnltk /estnltk (21 March 2021).
S http://morpholyzer.fiit.stuba.sk:8080 /PosTagger/. The accuracy when choosing a single tag
is 65%. (21 March 2021).

111



Proceedings of eLex 2021

While comparing tags between aligned translations, only nouns, verbs, adjectives,
numerals, and pronouns were considered, since the other word classes groups were more
likely to contain mistakes and incorrect differences between the tags given by the
libraries. Moreover, only Estonian headwords with more than one Slovak translation
were included. This measure was taken because if the dictionary contained Estonian
headwords aligned with a single Slovak translation with a different part of speech, the
automatic comparison would remove it from the dictionary. This would result in the
loss of the headwords while the objective was not only to remove aligned translations,
but also to maintain the vocabulary.

As a result of this technique, around 25% of all aligned translations were removed from
the dictionary (in contrast to the number of aligned translations occurring in the
dataset before the part of speech comparison), which was a satisfactory result.

4.2 Comparison with WordNet and Google Translation datasets

The second technique that was applied was the extraction of new bilingual datasets
and comparison of the results across them. One of the available language resources for
both languages was WordNet.” WordNet is a network that connects words according to
their semantic relationships, while every word carries its own index. According to this
index, words can be looked up in wordnets in different languages. Although there are
limitations of WordNet (Pedersen & Braasch, 2009), in this project it was considered a
trustworthy language resource since it was made manually by lexicographers (compared
to half-automatically derived resources).

Estonian WordNet® and Slovak WordNet® were used for these purposes. Words with the
same index, which indicated an equivalent synonym, were matched together and thus
created a new Estonian-Slovak dictionary with 6,829 translations. In comparison to the
original Estonian-Slovak dictionary, only 1,254 translations occurred in both
dictionaries. It was a very small number, as in the first extracted dictionary were
156,180 translations.!’

WordNet can be used in several different ways. One option is to measure the distances
between the words computed via the Open Multilingual WordNet module in the NLTK
library '' or EstNLTK. However, the similarities measurement works within one
language, not across the languages. Additionally, the intersection between Estonian and

" https://wordnet.princeton.edu/ (7 April 2021).

8 https://www.cl.ut.ee/ressursid /teksaurus/index.php?lang=et (21 March 2021).

9 https://korpus.sk/WordNet.html (21 March 2021).

10 After splitting the translation into the format — one Estonian headword with one Slovak

translation per row.
"https://www.nltk.org/ (28 March 2021).
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Slovak WordNets was trifling in terms of receiving reasonable results.

Another option for this technique to work was to extract another dictionary so the
results could be more accurate. Using Google Translate API'? appeared as a good
option. All Estonian headwords from the original dictionary and the WordNet
dictionary were extracted and translated via the Google Translate API library into the
Slovak language. The result was a third Estonian-Slovak dictionary with 45,178
translations.

The Google API derived dataset was manually checked on a control group consisted of
around 700 randomly chosen translations. The reason was to assess the quality for the
next steps. Different types of mistakes were revealed; for example, headwords translated
using the same word (totlikult — totlikult)'® or headwords translated into languages other
than Slovak (ebaloomulikkus — unnaturalness). Additionally, errors caused by polysemy
appeared. For instance, the Estonian word sepikoda 'forge shop' was translated into
Slovak as falsovat 'to fake', where both words came from the English word 'forge'
containing both meanings. The percentage of correct translations in the control group
was around 55%, slightly more accurate than the original Estonian-Slovak dictionary.

These three datasets were sufficient to make comparisons. The idea was to give a score
to every translation according to its occurrences in the datasets. If the translation
occurred only in the Google dataset or only in the original one, it received a score of
0.25. The score for the WordNet dataset was the highest - 0.5. Thus, if the translation
was in all three datasets, it got a score of 1. If found in the WordNet and Google
datasets it obtained a score of 0.75, etc. The logic behind this was that WordNet is the
most trustworthy resource since it was compiled manually, whereas the other datasets
were automatically derived.

The success rate of this technique depends on how many resources are available to
compare. Naturally, most of the translations received a score of 0.25, and the smallest
group consisted of translations with a score of 1 (see Table 1). On the other hand, this
technique could serve as an indicator for users as to what extent they can rely on a
current translation. Moreover, the score indicates which group of translations should
be corrected when manually post-editing. Additionally, each score group was manually
checked on a random sample of 500 translations, and the results are described in more
detail in Section 5.

2https://cloud.google.com /translate/docs/ (21 March 2021).
3 Those were easily removed.
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The number of word pairs Score
178,678 0.25
15,194 0.5
1314 0.75
502 1

Table 1: Comparison with WordNet and Google Translation datasets.

4.3 Comparison of headword list in EKI Combined Dictionary

This technique aimed to eliminate words that are not usually given as a headword in
general-purpose dictionaries, e.g. proper names, inflected word forms, misspelled words,
abbreviations, or foreign words from other languages. The EKI Combined Dictionary!'
and its user interface Sonaveeb (Tavast et al., 2019) were used for these purposes. The
EKI Combined Dictionary contains rich linguistic information about Estonian words.
This technique's objective was to look up every Estonian headword automatically.
Suppose the headword could not be found in the EKI Combined Dictionary; in that
case, it could be eliminated from the dictionary since this technique assumed that the
EKI Combined Dictionary contains all relevant words for users or learners.

As aresult, 10,014 Estonian headwords were not found in the EKI Combined Dictionary.
Manual control was performed on a random sample of 1,000 translations. The biggest
group consisted of multiword expressions, around 72%. The rest of them made up
foreign words from other languages, e.g. 'capriccio' or 'curling', proper names or rarely
used words.

The problem with the inflected word forms persisted, as automatic searching through
the EKI Combined Dictionary allows to look up a lemma of an inflected word form.
The words found in the EKI Combined Dictionary also contained words with a
comparison score of 0.75 or even 1 (see Section 4.2.). This was exactly 123 words (e.g.,
varastaja 'thief', aadlinaine 'noblewoman'), so the decision was to keep such words in
the dictionary as headwords.

4.4 Comparison of named entities

This last technique focused on the polysemy problem between words referring to

Y https://metashare.ut.ee/repository /browse/the-eki-combined-dictionary-
2021{;&363(1()885711l(ﬁl)a‘(i(‘aLfa‘l(i3(‘.‘,)(1454‘7(té%58(14(i34f(71)4400a‘71)5(3(11)3(‘4526‘75('/ (21 March
2021
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nationalities, countries, or language groups. For instance, in English, the word 'Italian’
refers to the nationality (Italian men or Italian woman) or language. This problem
could be solved by using a named entity recognition library which decides about every
name if it is either person (PER), location (LOC) or organisation (ORG), e.g. the
Estonian word [Itaallane — PER (Italian men). The Estonian headword tag could then
be compared to its Slovak translations' tags; when the tags differ, it is an incorrectly
aligned translation.

Estonian headwords were tagged by the libraries EstNLTK and Polyglot.'® Polyglot
was also used for classifying Slovak translations.

This technique was the most unsuccessful because libraries gave different results and
marked the same words with different tags. For example, some countries were classified
as a location, while others as an organisation, even in some cases when the translation
was correct (see Table 2). An interesting choice was for the word European Union,
which received in Slovak language organisation tag and a location tag in Estonian.
Differences occurred between the libraries used for the same language. For example,
Polyglot tagged the Estonian word Mars as a person while EstNLTK as a location.

Another problem was that the EstNLTK library did not tag nationalities, and Polyglot
tagged only a few exceptions, which significantly limited the group of translations
compared. Polyglot classified 1,477 Estonian headwords and 928 Slovak translations,
and the EstNLTK library marked 935 Estonian headwords. Due to the small number
of translations that could be compared and significant differences between the given
tags, the results were not considered.

Estonian headword EstNLTK library Slovak Polyglot library
translation
o Filipiinid e ORG o Filipiny e LOC
(‘Philippines’) (‘Philippines’)
o Gruusia ('Georgia') e LOC e Georgia e ORG
('Georgia')
e Somaali ('Somalia') e PER o Somdlsky e LOC

('Somalian’)

Table 2: Results of the comparison of named entities

1 https:/ /polyglot.readthedocs.io/en/latest/ (21 March 2021).
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5. Evaluation

The resulting automatically derived dictionary consisted of 138,779 translations (28,873
Estonian headwords), and it was evaluated from two points of view. Firstly, what kind
of vocabulary it contained and, secondly, which of the applied techniques helped
improve the dictionary's quality and what types of mistakes persisted.

The Estonian headword lists were compared to the lemma list of the Balanced Corpus
of Estonian and then to the lemma lists in each sub-corpus individually from the same
corpus.'® This corpus comprises texts from newspapers, literature, and academic texts.
92% of the words with a frequency over 5,000 were included in the Estonian headword
list. When looking at the various genres, including journalism, fiction, and scientific
texts, the percentages of Estonian headwords included in the dictionary with
occurrences over 1,000 and 5,000 were in the range from 88% up to 94%. The results
are stated below in Table 3.

Headwords with frequency Headwords with

over 5,000 frequency over 1,000
e Whole corpus e 92% e 90%
e Journalism sub-corpus e 94% e 91%
e Fiction sub-corpus e 90% e 88%
e Scientific sub-corpus e 93% e 92%

Table 3: The percentage of Estonian headwords from the dictionary contained in different
sub-corpora frequency lists

Since written language varies from the spoken language, the comparison with the
wordlist extracted from the Basic Estonian Dictionary!” provided a more accurate
picture. This dictionary was compiled for learners at A2 to B1 CEFR levels and covers
the basic Estonian vocabulary. Around 85% of headwords from the Basic Estonian
Dictionary occurred in the Estonian-Slovak dictionary. Missing words were, for instance,
zodiac signs or the word 'me'.

When assessing the headword list with regard to the part of speech representation, the
biggest group was made up nouns and adjectives, around 67% and 12%, respectively.
Those were followed by verbs with approximately 10%. The remaining 11% consisted

% https://www.cl.ut.ee/ressursid /sagedusedl/index.php?lang=en (21 March 2021).
"http://www.eki.ee/dict /psv/ (21 March 2021).
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of adverbs, pronouns, interjections, numerals, etc.

For the second evaluation, 1,000 translations were randomly chosen and manually
controlled. This control revealed that around 40% of translations are correctly aligned,
which is 15% more than during the first control before post-processing. The most
frequent mistakes were still related to polysemy. Specifically, incorrectly aligned
translations with the same or unknown part of speech and the persisting problem with
nationalities, countries, and languages. The percentage of incorrect translations caused
by polysemy was approximately 92% in this control group. Compared to the initial
control, it is 17% more, which means that the percentage of other mistakes decreased.

Other errors that methods could not eliminate were related to multiword expressions,
misspelled words and inflected word forms in Slovak translations, Estonian non-lemmas,
and translations in other languages than Slovak (e.g., English, Czech etc.).

As a result, the most successful technique appeared to be alignment based on the part
of speech, where the number of wrongly connected translations fell by around 25%.
This percentage could be increased by using a more accurate tagger.

A comparison with WordNet and Google Translation datasets also gave good results.
Each group with a different score (1, 0.75, 0.5, 0.25) was manually evaluated on a
random sample of 500 translations.'® The manual evaluation confirmed that the given
score corresponds with the error percentage in the group. The results are stated in
Table 4 below. Overall, the given score can be valuable for dictionary users as an
appropriateness indicator or for further dictionary development.

Score The Percentage of Errors
o1 e 0.59%

e 0.75 o 4.6%

e 0.5 e 15%

e 0.25 * 66.4%

Table 4: The percentage of errors in each score group

On the other hand, the technique using named entity recognition failed because of
immense differences between the results for the exact words given by different taggers.

8 All translations from group with score 1 were checked.
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An overview of all applied methods and results is provided in Table 5.

Method Impact

Alignment based on the part of speech o 25% incorrectly aligned word pairs
removed

e Comparison with WordNet and Google e See Table 4
Translation datasets

e Comparison with the EKI Combined o 24% of Estonian headwords were removed
Dictionary
e Comparison of named entities e The method failed due to the immense

differences between tags given by tagging
libraries

Table 5: Applied techniques and their results summarisation.

6. Conclusion and Future Works

This article introduced the Estonian-Slovak dictionary, automatically derived from two
already existing dictionaries that shared English as their common language. Merging
of the dictionaries produced many incorrectly aligned translations, where most of the
errors were caused by polysemy.

Several techniques were applied to reduce the number of incorrectly aligned translations:
alignment based on the part of speech, comparison with WordNet and Google
Translation datasets, comparison of Estonian headword list with the EKI Combined
Dictionary, and comparison of named entities. The best approach turned out to be
comparing the part of speech tags between the aligned translations. In contrast, tagging
word pairs with named entity recognition feature failed due to the different tags.

In the end, the quality of the dictionary was evaluated. The evaluation revealed that
the dictionary consists of 138,779 translations and the Estonian headword list covers
85% of the basic Estonian vocabulary. Regarding the quality of the translations, around
40% of the translations are correct, while in the remaining roughly 60% some errors
persisted, mostly caused by polysemy.

There are several options to increase accuracy. Firstly, the scoring technique could be
extended by another dictionary extracted from Estonian-Slovak parallel corpora.
Estonian corpora could be used to control if translations contain all relevant meanings.
On top of that, the web application for this Estonian-Slovak dictionary was built, and
its further development is planned.
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Abstract

Lexicographers working with such morphologically rich languages as Estonian face the task of
detecting the lexicographic status of some word forms that look like case forms of nouns but can
behave as function words to a certain degree. Hence, a measurable criterion for making a word form
an autonomous headword is needed. The present paper describes the idea and development of a tool
called the Distribution Index Calculator (DIC) for Estonian. It is a web-based application which
finds the frequency data of word forms and lemmas from an annotated corpus and retrieves a statistic
called the Distribution Index (DI). The DI indicates the relative prominence of a word form as
compared to its expected normative level of salience. The application is described in detail and some
illustrations of its performance are provided. The evaluation of its quality is as follows: a higher than
critical level of DI can be trusted as an indicator of the relative autonomy of a word form, while a
lower than critical level of DI does not preclude such autonomy. The DIC thus gives relative heuristics
rather than absolute ratings or true-value decisions.

Keywords: language technology; lexicography; morphology; distribution of case forms; the

Estonian language

1. Introduction

There is an endless source of candidates for new dictionary headwords in the era of e-
dictionaries and automated compilation processes. This is so not only because of such obvious
neologisms as koroonaviirus ‘coronavirus’ and karjaimmuunsus ‘herd immunity’, but also
because of the effort to present fairly established word forms as autonomous headwords in a
dictionary. The latter holds when such autonomy is justified, i.e. when the lexical items serve
a function or meaning distinguishable from the base word (e.g. Blensenius & Martens,
2019).

Lexicographers working with such morphologically rich languages as Estonian face a specific
task: to detect the lexicographic status of word forms that look like case forms of nouns but
can behave as function words to a certain degree (e.g. sonul : is it the noun sona ‘word’ in
plural adessive or the indecomposable adposition sénul ‘according to (someone’s) claim’
(Karelson, 2005; Paulsen et al., 2019)). The task is to establish the degree of emancipation
of such word forms from the noun paradigm, and thus provide a justification for upgrading
them to the status of independent headwords in dictionaries. A similar task in languages
lacking case form morphology is, for example, establishing the lexicographic status of plural
forms or derivatives. Practical decisions about whether to include a word form as a headword
or not have to be made by lexicographers daily. Hence, a measurable (synchronic) criterion
for word form emancipation is needed.

We can now introduce the first working prototype of the DIC!. Below, we refer to the

! teenus.eki.ee/d-index
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theoretical underpinnings briefly, and describe the idea behind the statistic and its
calculation. We also give the details of its realisation as an eight-line pseudocode and present
some illustrations of how it works. The evaluation of the results was carried out as an
experiment comparing the results of the DIC with the decisions made by lexicographers. The
problems and future directions of development are also discussed.

1.1 Some notes about the theoretical background

The ubiquitous process of grammaticalisation offers a theoretical explanation for the
phenomenon of developing new function words out of case forms of nouns (Griinthal, 2003;
Habicht et al., 2011). A process called lexicalisation could be considered at play as well, as
far as we talk about the emergence of new lexical units: the stand-alone headwords in a
dictionary (for more references and discussion see Paulsen et al., 2021).

In Estonian, there are both already fossilised lexemes (e.g. korval ‘beside’ in (1b)) and
(continually new) forms on their way to the status of lexical items (e.g. ddarel ‘on the edge’
in (2b)) (see e.g. Karelson, 2005; Paulsen et al., 2019), which require the attention of a
lexicographer:

(1) a. Koera kérva-l istub kdrbes.
dog.GEN ear-ADE sit-3SG fly
‘A fly is sitting on the dog’s ear.’

b. Laps istub koera koérval
child sit-3SG dog.GEN aside
The child is sitting next to the dog.’

(2) a. Mees konnib katuse ddre-l.
man walk-3SG roof. GEN edge-ADE
‘The man is walking on the edge of the roof.’

b.  Valitsus on kokkukukkumise adrel.
government is-3SG collapse.GEN edge
‘The government is on the brink of collapse.’

It has been established that there are two types of processes that take place in the
grammaticalisation of a lexical item: 1) semantic change from a referential meaning to a
grammatical meaning (Hopper & Traugott, 2003: 1 (also called bleaching, see Heine, 2005:
578-579)), and 2) increase in the usage of a word form (see e.g. Feltgen et al., 2017). The
two processes appear simultaneously. We can only think of the frequency of usage being a
prerequisite for the semantic change. The essence of the process is that the lexical item is
used more frequently and in different contexts than it was used before when it carried only
lexical meaning. The acquired new aspects of meaning (or new functions) further reinforce
the more frequent usage.

The DIC described here can provide information only about the increase in relative frequency.
The implications of semantic change must be tackled in a separate module of a future
lexicographic tool.

122



Proceedings of eLex 2021

2. The Distribution Index and its calculation

Information about the relative frequency of word forms can be helpful when it comes to
deciding whether a particular word form should be given the status of a headword in its own
right. We have proposed an index of a statistical distribution of word forms (DI) as a heuristic
for lexicographers (Vainik et al., 2021; Paulsen et al., 2021).

The idea behind the proposed DI lies in the assumption that proper forms of nouns tend to
have constant distributions along with the case forms (combinations of number and case, e.g.
plural elative and singular abessive) in the corpora. Based on the knowledge of normal
distribution, it is possible to predict the frequencies of word forms on the basis of their
lemma frequencies. The idea of the DI is to compare the actual (observed) frequency of a
case form in a corpus with its expected frequency. The values of expected and observed
frequency should be equal or close if the studied form follows the normal distribution. If
there is a considerable difference between the values of expected and observed frequencies,
one can conclude that there is an abnormal distribution.

2.1 Normal distribution of the case forms

The normal distribution of Estonian case forms was established in a previous study (Vainik
et al., 2021). In that work, the distribution data of case forms from two annotated corpora
— the balanced corpus of Estonian and the morphologically tagged corpus — were compared
in order to control for the constancy of the proportions. The distribution of all of the case
forms (i.e. 29 combinations of number and case) demonstrated very steady proportions in
both of the corpora (r = 0.999; StDev 0.000). The mean values of the two corpora were
established as the norms (see Table 1).

Case DIC Leipzig Glossing Singular Plural
nominative n NOM 0.262 0.068
genitive g GEN 0.217 0.053
partitive P PART 0.102 0.037
additive adt ADT 0.011

illative ill ILL 0.005 0.002
inessive in INE 0.042 0.007
elative el ELA 0.028 0.009
allative all ALL 0.028 0.008
adessive ad ADE 0.044 0.010
ablative abl ABL 0.004 0.001
translative tr TRA 0.027 0.002
terminative ter TER 0.002 0.000
essive es ESS 0.004 0.001
abessive ab ABE 0.001 0.000
comitative kom COM 0.021 0.006

Table 1. Normal distribution of declinable words in Estonian
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The norms were deduced relying on data on all types of declinable word classes: nouns,
adjectives, numerals and pronouns. As such, the norms serve as generalised benchmarks for

comparison.

2.2 Formula for calculating the DI

In order to calculate the DI for an ambiform (i.e. a word form ambiguous in respect to its
lexicographic status, also referred to as a wicked word form later in this paper), we need to
guess which case form of which particular lemma it might be, i.e. the word form has to
undergo tentative morphological analysis. For example, the word form sonul would be
interpreted tentatively to be the plural adessive case form of the lemma séna ‘word’.

To calculate the DI we need: 1) the observed frequency of the word form in a corpus (Z), 2)
the norm of that particular case form (number + case) taken from a table of such norms
(e.g. Table 1), and 3) the frequency of the lemma in a corpus (X). The DI is calculated
according to the following formula:

DI=(Z-XxY)/X

2.3 The scale of DI values

The value of the DI can (theoretically) vary from nearly -1 to 1. Values near zero indicate
normal distribution, and negative values indicate that the word form is under-represented as
compared to its expected frequency. Values above zero indicate that the word form is used
more often than expected by the norm. On a few occasions, a value can exceed 0.9, which
indicates that the frequency of the lemma and the frequency of case forms are very close, i.e.
the word occurs mostly in a certain case form. For example, tikutulega [match light-COM]
'(search) diligently' occurs 2,547 times and the lemma tikutuli ‘match light’ 2,587 times in
ENC2019. Lemmas of such case forms lack the normal paradigm, and their distribution is
far from normal.

In an empirical study that compared the DIs of proper case forms to ambiforms, we were
able to establish a tentative threshold value of DI (0.130). Values equal to or greater than
the threshold are considered to show abnormal distribution (Vainik et al., 2021). Values
higher than zero but lower than the threshold show moderate deviation from the normal
distribution. The tentative scale of values and labels is presented in Table 2.

Values of DI Label

< -0.05 normist vdiksem ‘under-represented’
-0.05 .. < 0.05 normaalne ‘normal distribution’
0.05 ... < 0.130 normist suurem ‘moderate over-representation’
0.130 kriitiline ‘critical over-representation’

Table 2. Values and labels used in DIC
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3. Description of the development of the calculator

3.1 The designed DIC functionalities

The DIC is a web-based application accessible to everyone. It takes an ambiform as input
from the user and retrieves corpus data (frequencies of the word form and the suspected
lemma), as well as the suspected morphological form. The tool calculates the distribution
index of the input form and compares it to the ranked scale of word form emancipation. The
DIC provides the outcome with a verbal label of the detected tendency of the distribution.
The labels reflect the values determined in Table 2 (see the previous section): normist
vaiksem (‘under-represented’), normaalne (‘normal’), normist suurem (‘moderate’), and
kriitiline (‘critical’).

3.2 Prerequisites for building the DIC application

There are some inevitable prerequisites for creating the DIC application: 1) knowledge of
the valid normal distribution of case forms (number + case, abstract), 2) the established
scale of DI values, 3) the availability of an expeditious module for morphological analysis,
and 4) the availability of a morphologically annotated corpus for retrieving the frequency
data of forms and lemmas.

3.3 The main components of the application

The DIC application is written in the Python programming language and it uses the micro
web framework Flask. Due to the specifics of the application, it is necessary to use two
software components: one that performs a morphological analysis of the entered ambiform
and another that requests statistical information about the frequency of the ambiform and
its potential base forms from a representative corpus of texts.

The morphological analysis has to provide information about lemmas, parts of speech and
the forms corresponding to the ambiform. In the current prototype, we use EstNLTK (version
1.6.7), which is a natural language toolkit for Estonian written in Python. It provides
resources for basic NLP tasks: tokenisation, morphological analysis, lemmatisation, named
entity recognition etc. (Orasmaa et al., 2016: 2460). Alternative tools for morphological
analysis, such as R-package UDPipe?, are not available yet®. The EstNLTK toolkit also seems
natural because its tagging system coincides with that used by Sketch Engine: the platform
that lexicographers are most familiar with. From a practical viewpoint, it is preferable to
avoid discrepancies in tagging, e.g. it would be helpful to find similar long-tags when it comes
to looking into the concordances of the particular ambiform in SketchEngine.

The second component of the DIC makes automated HTTP requests to the Estonian

? See more https://www.rdocumentation.org/packages/udpipe/versions/0.8.5, https://www.r-
bloggers.com /2018 /02 /a-comparison-between-spacy-and-udpipe-for-natural-language-processing-
for-r-users/, https://universaldependencies.org/

# Kairit Sirts, personal communication.
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National Corpus 2019 (ENC2019), which is available on the SketchEngine platform. The
requests are performed by using the Sketch Engine API*. ENC2019 is currently the newest
and largest automatically annotated corpus of the Estonian language (approx. 1.5 billion
words). The corpus is annotated with the EstNLK toolkit (version 1.6.7). The precision of
the annotation is not yet known. Some problems with the compilation and annotation
processes of Estonian corpora are discussed by Koppel (2020).

3.4 The DIC algorithm

The DIC algorithm performs a sequence of activities when calculating the D-index. The
sequence is provided by an eight-line pseudocode, as follows (and explained below):

word «— user entered ambiform

norm freq «— read from file

lemmas, postags, forms «— estnltk morf anal (word)

for 1 «— [1, ..|lemmas]|]:
X, Z ¢« query from SKE (word, lemmas[]j], postags[]])
Y « norm freqg[forms[]]]

D index «—(Z = X * Y) / X

o J o oo~ w NDo

DI label <« find di label (D index)

Rows 1 and 2: A user enters the input data —a word— and the norm freq is read from
a file. The norm freq is the normal (expected) distribution of word forms, and it is
previously specified based on the balanced corpus of Estonian and the morphologically
disambiguated corpus (see section 2.1 above).

Row 3: All of the possible lemmas, postags, and forms are found for the entered word
using the Estonian morphological analyser estnltk morf anal (EstNLTK is the Python
library for Estonian language processing and analysis; see section 3.3 above).

Row 4: Repeat the sentences in rows 6 and 9 as many times as there are elements in the
lemmas list (| Lemmas | ) .

Row 5: The query from SkE method queries SketchEngine based on the word, from
which we separate the information about the frequency of occurrence of the word (z) and
the frequency of occurrence of the lemmas [J] at the postags[j] (X).

Row 6: The program finds the norm proportion Y for the forms[j] in the dictionary
norm_freq.

Row 7: Based on X, Y and Z, the D_index is calculated.

Row 8: Using the predefined scale, the find di label method is used to find the rating

* See more at https: //www.sketchengine.eu/documentation/api-documentation/
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label (DI label) corresponding to the D index.

The number of D-indices of a single word (nominal) depends on how many initial lemma-
postag forms morphological analysis and SkE query yield.

4. The DIC at work

The DIC works on the web. It can be opened in a separate window of a web browser while
working in Ekilex or checking corpus data via SketchEngine. It is supported by the most
common browsers (it has been tested on Microsoft Edge, Mozilla Firefox, Chrome, Vivaldi,
and Brave).

Figure 1 presents the user interface of the DIC. The title translates as “A calculator of D-
index” and the subtitle as “It calculates an autonomy tendency for case forms of declinable
words” and “The data is retrieved from the corpus ENC2019”. There is a search box below
the title and further below are situated tabular fields for the results of a query. There will
be as many rows presented as there are different interpretations provided by the
morphological analysis.

The form entered, puudel, has three homographic readings as different case forms (plural
adessive, singular nominative and singular adessive, respectively) of three different
lemmas: puu ‘tree’, puudel ‘poodle’, and puue ‘disability. The distribution rates and labels
of these interpretations are presented in the last two columns. It can be concluded that the
frequency of the form puudel is normal or below, no matter for which case and lemma it
stands.

D-indeksi kalkulaator

Arvutab kaandsdna vormi iseseisvumise tendentsi.

‘ puudel
Sense nr‘Word Lemmas POS Total lemma (X) Form Form total (Z) Norm value (Y) D-index |Dl-label
1 |PUUDELjpuu S 281848|pl_ad 4203 0.0098| 0.00511|normaalne
2 PUUDEL puue S 82131|sg_ad 67| 0.0439|-0.04308/normaalne
3 PUUDEL|puudel S 1982/sg_n 280: 0.2622|-0.12093|normist vaiksem

Figure 1. The user interface of DIC.
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4.1 Illustrations

In the following, we present some examples of how the DIC works. Here is a short list of
word forms: kombel, lahus, nousolekul, linnulennul, peensusteni, alguses, habemega, lehes
and solmes. The results of the analysis are presented in Figure 2 (a—k). We have omitted
the title sections to save space. The illustrations are grouped in descending order according

to their DI values (and labels).

’Iinnulennul

|

Proceedings of eLex 2021

Sense nrWord ’Lemmas POS Total lemma (X) Form Form total (Z) Norm value (Y) D-index Dl-label
1 LINNULENNUL linnulend| S 923isg_ad‘ 808 0.0439 0.83151kriitiline
a) linnnulennul [bird.fly-ADE] 'very fast’
b) peensusteni [detail-PL.TER] 'scrupulously’
’alguses ‘
Sense nt Word |Lemmas/POS Total lemma (X) Form’Form total (Z) Norm value (Y) D-index Dl-label
1 ALGUSES|algus S 847681|sg_in 365696 0.0422 0.38921 kriitiline
¢) alguses [beginning-INE] 'at the beginning’
kombel |
Sense ntfWord LemmasPOS Total lemma (X) Form Form total (Z) Norm value (Y) D-index Dl-label
1 KOMBELkomme | S 151282|sg_ad 54848 0.0439 0.31865kriitiline
2 KOMBEL kombel | K

d) kombel [manner-ADE] ‘in a way’

‘ habemega ‘
Sense nrWord Lemmas POS Total lemma (X) Form Form total (Z) Norm value (Y) D-index Dl-label
1 HABEMEGA habe S 18896/sg_kom 4489 0.0208| 0.21676kriitiline

e) habemega [beard-COM] ‘outdated’

Mahus ’

Sense nrWord Lemmas POS’TotaI lemma (X) Form Form total (Z) Norm value (Y) D-index Dl-label
1 LAHUS|lahk S 913|sg_in 171 0.0422| 0.14509kriitiline
2 LAHUS|lahus S | 13462 sg_n 343_ 0.2622_-0.23672 normist vaiksem
3 LAHUS|lahus D

f) lahus [division-INE] ‘separated (from)’
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nousolekul ‘
Sense nrWord jLemmas POS{TotaI lemma (X) FormJForm total (Z)_‘vNorm value (Y)_}D-index_‘DI-IabeI
1 NOUSOLEKULndusolek| S 72458/sg_ad 12349‘ 0.0439| 0.12653 normist suurem

g) noéusolekul [agreement-ADE] ‘with the agreement of’

‘ravile ‘

Sense anWord Lemmas/POS Total lemma (X) Form Form total (Z) Norm value (Y) D-index DI-label
1 RAVILE ravi S 175219sg_all 14663 0.0276/ 0.05608/normist suurem
h) ravile [cure-ADE] ‘to a treatment’

’sélmes ‘

Sense nr’Word Lemmas POSiTotaI lemma (X) Form Form total (Z) Norm value (Y) D-index’Dl-Iabel
1 ASOLMES s6lm S | 19341|sg_in 767| 0.0422/-0.00254 normaalne
2 SOLMESsélmes | D
i) sdlmes [knot-INE] ‘tangled’

lehes ‘

Sense nr;Word Lemmas POS Total lemma (X)‘Form’Form total (Z)‘Norm value (Y)[D-index‘DI-IabeI
1 LEHES leht S 382428/sg_in 14025 0.0422/-0.00553/normaalne

j) lehes [leaf-INE] ‘covered with fresh leaves’; lehes [newspaper-INE] ‘in a newspaper’

k) puusa [hip-ADT] ‘(to) akimbo’
Figure 2. Illustrations of the DIC at work

It appears that the critical values of the DI vary considerably (from 0.8 down to the threshold
value of 0.130). High D-indices can characterise forms with high, moderate and low lemma
frequencies in absolute terms (compare ¢, b and a in Figure 2, for example). This is also the
case with a normal distribution (compare i and j in Figure 2, for example). The comparability
of the distributions, independent of the frequencies of forms or lemmas in absolute terms, is
considered to be the advantage of the DI as a statistic (see Paulsen et al, 2019; Vainik et al.,
2021). The examples d, f, i and k in Figure 2 illustrate the case when a form has more than
one interpretation according to the corpus tagging. In some cases, there are homographic
readings of the ambiform (e.g. f in Figure 2, where the form [ahus can be interpreted as
belonging to two alternative lemmas: lahk ‘division’ and lahus ‘dilution’). Another kind of
multiplicity of interpretations originates in the decategorisation of certain case forms of
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nouns (e.g. d, f, i and k in Figure 2; see also Paulsen et al., 2019) and interpreting those as
indeclinable words (adverbs — D, adpositions — K). Decategorisation may or may not
diminish the DI value as a case form (as in i and d in Figure 2, respectively). The effects of
decategorisation and the accuracy of corpus tagging are discussed in more detail in another
paper (Paulsen et al., 2019). The case in j where the word [leht is polysemous is the most
complicated. The calculator is unable to distinguish the meanings and sums up all of the
occurrences of both the form and its lemma. Thus, the potential over-representation of a
form in one particular meaning, e.g. ‘covered with fresh leaves’, will go unnoticed on a purely
statistical basis.

4.2 Evaluation of the DIC and its results

4. 2.1 Quantitative parameters

A single query by DIC took 1-1.5 seconds on average during the test period of the prototype.
We noticed delays, occasionally, at times when Sketch Engine was slow anyway (for unknown
reasons). The speed of the DIC is related to the smoothness of queries by Sketch Engine
because the DIC retrieves its frequency data via the Sketch Engine API (see Section 3.3).

4.2.2 Quality of the results

The quality of the DIC can be estimated by comparing its output with some kind of
approved standard. It is reasonable to assume that the decisions made by lexicographers so
far can be used as a standard in this respect. As the problem to be solved by the assistance
of the DIC is whether to include a particular word form in a dictionary as a stand-alone
headword or not, we can use the DI level of the case-form-like approved headwords as a
standard.

In the following, we describe the experiment of calculating DIs for a set of not yet established
word forms and comparing their DI levels with similar case forms of nouns that have been
approved as headwords in the CombiDic. We chose headwords from the CombiDic that are
analysed as case forms only, in corpus texts by Vabamorf, and whose DIs thus purely
represent their distribution as nouns and are not distorted by occasional decategorisation
(see Paulsen et al., 2019 for discussion).

Table 3 presents the 30 ambiforms with their DIs based on the data of ENC2019°. The rows
are arranged so that shared forms (number + case) are presented together. The groups are
accompanied by data on their number in our database and average DI levels, as well as by
examples of some headwords from the CombiDic, with the maximum and minimum value of
the DI in each subcategory. The DI values exceeding the tentative threshold (0.130) set by
the previous research (Vainik et al., 2021) are boldfaced in Table 3.

Eleven ambiforms out of 30 appeared to demonstrate critical over-representation ( 0.130),
eight demonstrated moderate over-representation ( 0.05 .. 0.129) and eleven ambiforms

?An excerpt from our database of such ambiforms; see Paulsen et al. (2019).
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demonstrated normal distribution ( -0.04 ... 0.04).

A comparison with the DI values of the approved case-form-like headwords shows that their
average well exceeds the threshold, which indicates that the approved forms generally tend
to be distributed abnormally. There is remarkable variation, however, in each subcategory:
the items with maximum DI values tend to be rather high (close to 0.95 occasionally) while
the minimum DI values demonstrate perfectly normal distribution.

This observation — that word forms with only moderate or normal salience in a corpus (as
measured by their DI) are approved as autonomous headwords in the CombiDic — can be
explained in many ways. Firstly, the statistical distribution has not been the (main) concern
in deciding lexicon membership. The CombiDic is an aggregated super dictionary by nature,
and has inherited its content from many dictionaries compiled independently (Koppel et al.,
2019, and Tavast et al., 2020). Secondly, the semantics of the word forms has naturally been
the main concern in lexicography. The headwords with minimum DI levels in Table 3 are
very special in terms of composition and meaning, mostly reflecting a kind of rural or robust
undercurrent in the Estonian lexicon, which originates in the lifestyle of peasants. The word
forms have been considered worth including in the dictionary because dictionaries are
expected to assist in understanding literary and historical texts, too, and cannot be pure
reflections of the newest corpora. Thirdly, the variance in the DI levels of dictionary
headwords is great because not all language changes are traceable in the corpus data. The
consistency of the corpus affects the statistical results obtained from it. Some case forms of
nouns in our database of ambiforms just represent colloquial changes of usage that are not
yet directly detectable using a corpus of written language. For example, in Table 3 the forms
with normal DI levels, VIGADETA [mistake-PL.ABE] 'errorless'
and POHJUSENA [pdhjus-ESS] 'as caused', are in no way different from their approved
analogues with normal DI levels: takistusteta [obstacle-PL.ABE] 'without obstacles'
and tulemusena [result-ESS] 'as a result', respectively.
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Table 3. Distribution indices of 30 ambiforms not present in the CombiDic compared to similar case forms present in the CombiDIc.

Ambiforms approved as headwords in the CombiDic
Ambiforms not included in the CombiDic
Average of the group Extremes of the group
Ambiforms DI Label Form N Ave | Ambiforms with Max and Min values
N otseloodis [stright.plummet-INE] 'vertically

KOOSKOLAS [harmony-INE] ‘in accord’ 0.756 critical

straight'
LAHEDUSES |contiguity-INE] ‘nearby’ 0.547 critical
STIILIS [style-INE] 'a la mode' 0.357 critical
KODUS [home-INE] 'at home' 0.314 critical
LAPSEPOLVES [childhood-INE] 'in childhood' 0.279 critical sg in 67 0.275
HADAS [trouble-INE] 'in trouble' 0.187 critical
PAANIKAS [panic-INE] 'in a panic' 0.114 moderate
RONGKAIGUS [procession-INE] 'in procession' 0.112 moderate
VARJUS [shadow-INE] 'in the lee of' 0.056 moderate
MURES [worry-INE] 'worried' 0.054 moderate kdies [rope-INE] 'belayed'

tldjoontes [generalline-PL.INE] ‘in general
RAAMES [frame-PL.IN] 'in the context of (smth)’ 0.091 moderate A ’

erms
LEEKIDES [flame-PL.INE] 'in flame' 0.084 moderate pl in 7 0.326
PIIRES [border-PL.INE] 'within' 0.036 normal
KORDADES [time-PL.INE] '(many) times' 0.008 normal litsides [whore-PL.INE] 'sleep around'
VAHELDUSEKS [variance-TRA] 'for a change' 0.447 critical tarbeks [need-TRA] 'for'
VORDLUSEKS [comparison-TRA] 'for comparison' 0.224 critical

sg tr 6 0.282

PROOVIKS [try-TRA] 'on approval' 0.021 normal
TANTSUKS [tants-TRA] 'for a dance'/'into a dance' 0.007 normal saateks [accompany-TRA] 'for background'
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Table 3 (continued)

Ambiforms approved as headwords in the CombiDic
Ambiforms not included in the CombiDic
Average of the group Extremes of the group
Ambiforms DI Label Form N Ave | Ambiforms with Max and Min values
JOUGA [force-COM] 'by force' 0.059 moderate kamaluga [hand-COM] 'handful'
HINGEGA [soul-COM] 'passionately' 0.031 normal sg kom | 16 0.365
ULLATUSEGA [surprise-COM] 'with surprise' 0.006 normal kapaga [cup-COM] 'in quantities'
PENSIONILE [pension-ALL] 'pension off' 0.151 critical tagaplaanile [back.ground-ALL] 'to the
sg all 7 0.172 [background'
MINEKULE [leaving-ADE] 'to be leaving' -0.008 normal verele [blood-ALL]| 'into bleeding'
HINNANGUL [estimate-ADE] ‘as estimated’ 0.528 critical esmapilgul [first.glance-ADE] ‘at first glance’
VOIMUL [power-ADE] 'in power' 0.028 normal g ad ot 0346 pasal [shit-ADE] 'diarrhea’
surmasuust [death.mouth-ELA] 'escape
ROOMUST [joy-ELA] 'because of joy' 0.013 normal sg el 6 0.170 |death'
esirinnast [forefront-ELA] 'from the forefront']
. kulutulena [wildfire-ESS] 'extensively'
POHJUSENA [pohjus-ESS] 'as caused' 0.006 normal sg es 4 0.421
tulemusena [result-ESS] 'as a result'
TUKKIDEKS [piece-PL.TRA] 'into pieces' 0.074 moderate pl tr 1 0.267 |ribadeks [strip-TRA] ‘into strips’
savijalgadel [clay.foot-PL.ADE] 'shaky'
ANDMETEL [data-PL.ADE] 'based on data' 0.197 critical pl ade 7 0.563 |sulgpatjadel [feather.pillow-PL.ADE]
'treasured’
viperusteta [glitch-PL.ABE] 'without a glitch'
VIGADETA |mistake-PL.ABE] 'errorless' 0.007 normal pl ab 2 0.206 |takistusteta [obstacle-PL.ABE] 'without
obstacles'
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The results of the experiment suggest that the lexicographers could include the eleven
ambiforms with critical DI values in Table 3 in a dictionary without hesitation while with
the others additional — preferably semantic — consideration is needed. On the other hand,
the status of word forms already included in the CombiDic can be validated — to some
degree — automatically, based on their higher than threshold DI values.

The overall quality rating of the DIC can be formulated in this way: a higher than critical
level of DI can be trusted as an indicator of the relative autonomy of a word form, while a
lower than critical level of DI does not preclude such autonomy. The DIC thus provides
relative heuristics rather than absolute ratings or true-value decisions.

5. Conclusion and discussion

There is a need for a measurable criterion when deciding the lexicographic status of some
wicked case forms of nouns in Estonian that can take the meaning and function of
indeclinable function words. We have proposed a distribution index (DI) as such a measure.
The DI can be used as an indicator of the correspondence of a particular form’s actual
frequency with its predicted — in the normal distribution of case forms — elicitation degree.

We have described the steps taken to develop an application — the Distribution Index
Calculator (DIC) — which can be used by lexicographers when working with wicked word
forms (called ambiforms in this paper and elsewhere (e.g. Vainik et al., 2020; Paulsen et al.,
2019)). The purpose of such an application is to provide the lexicographer with more
elaborate statistical information than absolute frequencies and to process further annotated
corpus data with the aim of developing a more specific indicator of the degree of
grammaticalisation. We have described the prerequisites and the main components of the
application, as well as having provided the algorithm.

As a result, the DIC is a web-based application accessible to everyone. It takes
an ambiform as an input from the user and retrieves corpus data (frequencies of the word
form and the suspected lemma), as well as the suspected morphological form. The tool
calculates the distribution index of the input form and compares it to the ranked scale of
word form autonomy. The DIC provides the outcome with a verbal label about the detected
tendency of the distribution.

A substantial part of the paper was devoted to providing examples of the DIC at work and
to comparing the results of the DIC with the decisions made by lexicographers when
approving such forms for the CombiDic of Estonian. The conclusion was that the DIC
provides relative heuristics rather than absolute ratings or true-value decisions. This is
because a higher than critical level of DI can be trusted as an indicator of the relative
autonomy of a word form, while a lower than critical level of DI does not preclude such
autonomy, and additional inspection of the case forms is needed.

The idea of the DI and the calculator providing indices as a measurable statistic is based on
the assumption that the case forms generally follow a constant proportion (i.e. their normal
distribution) in corpus texts. It has also been stated by Koppel (2020) that “[..] patterns of
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Estonian words are well established and rarely debated among lexicographers |[..]”. However,
the existence and categorisation of wicked case forms has been quite a problem for
lexicographers (Paulsen et al., 2019; Karelson, 2005). The question of upgrading lexical items
that traditionally were sub-headwords in dictionaries to headwords has arisen in the context
of aggregating autonomous dictionaries into the unified CombiDic (and its underlying
database, Ekilex) (Koppel et al., 2019; Tavast et al., 2020).

One can argue that the DIC does a task similar to the Sketch Engine’s function “frequent
constructions”, i.e. revealing the relative prominence of certain forms. However, as the DI is
based on a comparison with the normative distribution of case forms, our tool provides an
instant comparison with the norm and is thus more informative about possible deviations.
We believe that the DIC can be useful for lexicographers as it provides the results of the
calculation, as well as information about the existence of alternative interpretations due to
homonymy. No lexicographer has tried to work with the DIC yet, as it is still in
development.

Since the setup of the DIC is generic, it can also be used to test the tendencies of
morphological distribution in other languages with rich morphology. The language-specific
normal distribution rates (number + case) need to be available and the scales have to be
established beforehand. Finnish might be a good candidate for a trial®, as there are similar
grammaticalisation processes of nominal case forms (see e.g. the analysis of the
grammaticalisation of body-part nouns into adpositions in Ojutkangas, 2001). “Most Finnic
adpositions display elements of productive noun inflection and frequently apply one of the
local case sets” (Grunthal, 2003: 47).

6. Limitations of the application and suggestions
for future research and development

Some limitations of this work should be noted. The first and foremost is that the results
provided by the calculator depend on the accuracy of the corpus tagging. The DIC cannot
go beyond the existing annotation yet. Both the corpus tagging system and morphological
analysis are based on the Vabamorf (OU Filosoft) software, using the EstNLTK 1.6 (Python)
library. This is open-source software with broad functionality created specifically to analyse
the morphology of the Estonian language (Orasmaa et al., 2016: 2461). However, the wicked
case forms described in this paper also cause problems for morphological analysis. This is
because there is no good procedure for their disambiguation when it comes to choosing
between multiple available interpretations. If a word form has been approved as an
indeclinable word for the lexicon of Vabamorf, this results in a tendency for the analysis of
this particular word form to be split between different interpretations with questionable
accuracy. Such examples appear in illustrations d, f and i in Figure 2. Split interpretations
can result in a decrease in the DI level of that form from heightened value to normal.

*Data regarding the distribution of case forms in Finnish is available online:
https: //kaino.kotus.fi/visk /sisallys.php?p=1227&fbclid=IwAR1v50F4UqlySTckF50KwZK11VBm
R8RJAHa6UNATYF90241B1LY J4Dsbtnl and https://kaino.kotus.fi/visk /sisallys.php?p=1228
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Therefore, the results of the forms with multiple interpretations cannot be fully trusted.

Another limitation is that the meanings of a polysemous word cannot be separated yet. The
DIC calculates the indices of word forms as if there were only one form deductible to one
particular lemma. This is shown in illustration j in Figure 2.

The DIC is in the process of ongoing development. Multiple paths forward are available in
this respect: one involves improving the current prototype, e.g. by refining and fine-tuning
the norms, the scale and the threshold to meet the more specific needs of lexicographers.
Adding statistical information about interpretations other than case forms is one option.
Another way to improve the current prototype is by extending its coverage to multiple
corpora, which would enable it to follow changes in the relative salience of wicked forms in
different styles, e.g. colloquial vs general usage, or by tracking diachronic changes. It is also
possible to make the interface of the DIC more attractive, e.g. showing its output using
visualisations.

One of the directions of future work is to try to overcome deficiencies due to the current
morphological annotation of the corpus. We have thought about testing a “zero hypothesis”,
i.e. ignoring the PoS definitions of morphological coding and retrieving data as “wild” word
forms, summing up the numbers of the forms independently of their PoS tagging. We believe
that such an approach would result in higher DI values of ambiforms with split
interpretations. On the other hand, the information about their decategorisation would be
lost. We are also open to trying some alternative systems of morphological tagging if available
(e.g. Universal Dependencies PoS Tagger, TreeTagger and/or RF Tagger).

The ultimate goal of future work is to incorporate the DIC into a more complex multi-search
application, which would help lexicographers to attach POS tags to lexical units in a more
systematic way. The multi-search application has to give a more comprehensive picture of a
word form’s behaviour in texts. A measure of statistical distribution will be combined with
measures of morphosyntactic behaviour and semantic similarity to a prototype of the
suspected word class.

7. Abbreviations
Glossing: ABE — abessive case; ABL — ablative case; ADE — adessive case; ADT — additive

case; ALL — allative case; COM — comitative case; ELA — elative case; ESS — essive case;
GEN - genitive case; ILL — illative case; INE — inessive case; PART — partitive case; PL —
plural; SG — singular; TER — terminative case; TRA — translative case
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Abstract

Multiword terms (MWTS) are frequently consulted in terminological resources due to their
structural, cognitive, and conceptual complexity. However, in most terminological resources
they are not always well described, since they are often included as independent term entries
with no information on how their constituents are related. An accurate management of MWTs
of three or more constituents requires, as a first step, their structural disambiguation, also
called bracketing. This paper examines MWT bracketing in order to enhance MWT
representation by describing their structural dependencies. Based on NLP advances in
bracketing, a protocol has been designed through corpus queries and evaluated according to
the reliability of corpora and rules as well as the causes underlying failure. Automatising
bracketing can help enhance the representation of MW'Ts in terminological knowledge bases,
assisting both the terminologist and the final user, since making their relational structure
explicit can favour knowledge acquisition.

Keywords: multiword term; bracketing; terminological knowledge base; terminology

1. Introduction

Multiword terms (MWTs) are frequently consulted in terminological resources due to
their structural, cognitive, and conceptual complexity. However, in most
terminological resources they are not always well described (Cabezas-Garcia & Faber,
2017) or even well related to their heads and/or modifiers, since they are often
included as independent term entries or unanalysed text strings, with no other
information about their underlying relational structure. An accurate management and
description of these terms requires an initial step that traditionally has not been
among the main interests in terminology or specialised lexicography. This is
bracketing, or structural disambiguation (Nakov & Hearst, 2005; Barriere & Ménard,
2014), which is necessary for the right interpretation of MWTs having three or more
constituents, as in [reactive power] consumption. Knowledge of these dependencies
facilitates MWT comprehension (i.e. reactive power is consumed instead of power
consumption is reactive) and, consequently, translation. In Spanish, consumo de
potencia reactiva would be the right choice instead of *consumo energético reactivo or
*consumo reactivo energético, which would be the result of a misunderstood
bracketing. The inclusion of MWTs in knowledge-based resources can benefit from
their prior structural disambiguation, whose automatisation can assist both
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terminologists and final users. For instance, their representation can be enhanced by
placing them in relation to other concepts' entries based on their dependencies, such as
their hypernyms (consumption), thus facilitating knowledge acquisition.

Cabezas-Garcia and Ledén-Aratz (2019) proposed a series of manual steps for the
bracketing of MW'Ts based on their linguistic properties and advances from NLP. At a
later stage, Leén-Araiz and Cabezas-Garcia (in press) added new steps in the form of
a bracketing protocol and designed queries in Sketch Engine (Kilgarriff et al., 2004)
with a view to automatising bracketing and analysing the reliability of every rule in
two different English corpora: (i) a wind power corpus (since the set of MWTs
belonged to this domain); and (ii) the Open Access Journal (DOAJ) corpus. The
Sketch Engine’s API was used to automatically query the corpora. Based on the
results of the queries, rules were collectively applied to provide the bracketing of a 103
three-term MWT set. Although the automatic protocol worked in 83% of the cases,
the bracketing failed in both corpora for 13 MWTs, thus suggesting a more qualitative
study of the results, by analysing those MWTs and looking for possible causes.

This paper examines MWT bracketing in order to enhance MW'T representation by
describing their structural dependencies. The bracketing errors in Ledn-Araiz and
Cabezas-Garcia (in press) were analysed and our results showed that an in-depth
analysis of bracketing errors can be used to enhance the protocol. In turn, using an
automatised bracketing protocol can result in a more accurate representation of
MWTs in terminological resources. In particular, a specific module for MWT
representation (Cabezas-Garcia, 2019; 2020) has been designed in the terminological
knowledge base EcoLexicon (https://ecolexicon.ugr.es/), which will include
bracketing-related information. The remainder of this paper is structured as follows:
Section 2 describes the procedure followed in order to automatise bracketing and
evaluate its output; Section 3 proposes a new module for the description of MWTs in a
terminological knowledge base; and Section 4 draws some conclusions and future lines
of research.

2. Multiword-term bracketing

NLP has particularly focused on the structural disambiguation of MW'Ts, given their
difficulties for NLP systems (Lauer, 1995; Girju et al., 2005; Nakov, 2007; Barriére &
Ménard, 2014). Likewise, their difficulties in translation (i.e. one of the ultimate
purposes of term bases) have been widely acknowledged. However, to the best of our
knowledge, none of these findings have been applied in the design of MWT entries in
terminological knowledge bases. In Section 2.1 the main bracketing models found in
the literature are briefly described. In Section 2.2 the protocol applied in this research,
based on the latter, is explained and evaluated.
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2.1 Bracketing models

NLP has proposed two main models for the bracketing of three-term MWTs: the
adjacency and dependency models. The adjacency model (Marcus, 1980; Pustejovsky
et al., 1993) takes an MWT pl p2 p3 and compares if p2 is more related to pl or p3.
For that purpose, the number of occurrences of pl p2 and p2 p3 are compared. For
instance, in renewable energy technology there are more occurrences of renewable
energy than of energy technology. Thus, a left-bracketing structure is adopted
([renewable energy] technology). The dependency model (Lauer, 1995) compares
whether p1l is more strongly associated with p2 or p3. Therefore, the analysis does not
start from the central term, as in the adjacency model, but rather from the first one to
the left. When pl is more strongly associated with p2 than to p3, there is a left
bracketing ([tip speed] ratio). In contrast, when pl is dependent on p3, there is a right
bracketing (mean [wind speed)).

Along the same lines, Grefenstette (1994) states that dependency structures govern
how MWTs can be shortened: "civil rights activist can be bracketed as [civil rights]
activist, which can be shortened to rights activist but not to civil activist. On the other
hand, Yale medical library is properly bracketed as Yale [medical library] which can
then be reduced to Yale library or medical library, but not to Yale medical'
(Grefenstette, 1994, p. 65). Based on Grefenstette's approach, for a right bracketing,
both p2 p3 (medical library) and pl p3 (Yale library) should be more frequent than pl
p2 (Yale medical), whereas for a left bracketing pl p2 (civil rights) should be more
frequent than pl p3 (civil activist), the latter actually being the same rule as the one
proposed by the dependency model.

Apart from these models, Nakov and Hearst (2005) propose a series of surface patterns
(i.e. hyphens and slashes, possessive genitive, internal capitalisation, brackets,
concatenation, internal inflection, etc.) as signs indicating an internal grouping. For
example, brain's stem cell would suggest a right bracketing (brain [stem cell]) because
of the possessive genitive, whereas tyrosine kinases activation would indicate a left
bracketing ([tyrosine kinase] activation) because of the internal inflection. They also
suggest that paraphrases are useful for identifying internal dependencies in MWTs.
For instance, health care reform is left-bracketed because paraphrases separating those
groups can be found, as in "reform in health care'. Paraphrases can be either verbal or
prepositional.

2.2 Bracketing automatisation

Based on the models and patterns above, a set of queries was designed and sent to
Sketch Engine's API in order to retrieve and compare the frequencies of all the
possible groupings contained in a list of 103 MW'Ts selected from the wind energy
specialised domain (Section 2.2.1). As mentioned above, two corpora were used to
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compare whether corpus size and/or domain specificity had an influence on the
output: (i) a wind power corpus (WPC) specifically compiled for this research; and (ii)
the Open Access Journal (DOAJ) corpus. The first consisted of wind energy
specialised texts (i.e. scientific articles and PhD dissertations originally written in
English) and had approximately three million words, whereas the latter covered all
areas of science, technology, medicine, social science, and humanities and had
approximately two billion words.

After that, the results were compared with the baseline (manually disambiguated by
three annotators) and the protocol was evaluated in terms of rule and corpus
reliability (Section 2.2.2). Since the protocol failed in both corpora for 13 MWTs, a
more in-depth analysis was performed in order to discover the causes of protocol
failure (Section 2.2.3) and improve it accordingly.

2.2.1 Preparing the dataset: queries and rules

The list of 103 MWTs, manually bracketed as a baseline, is included in Table 1.

offshore [wind farm]

installed [wind power]

permanent magnet] generator

[tip speed] ratio

[wind turbine] design

wind farm] project

[wind power] plant

[wind penetration] level

[wind power] generation

[wind speed] datum

[
[
[wind speed] distribution
[

wind energy| production

[wind power] capacity

novel [wind turbine]

extreme [wind speed]

mean [wind speed]

domestic [hot water]

[wind tunnel] test

[wind power] production

[power generation] system

[wind energy| penetration

average [wind speed]

offshore [wind market]

offshore [wind park]

offshore [wind turbine]

[renewable energy] technology

[renewable energy| system

[renewable energy| source

[wind power]| penetration

[wind speed] measurement

offshore [wind power]

[wind power] forecast

shrouded [wind turbine]

offshore [wind energy]

[wind power] development

[wind turbine] control

[wind energy] system

total [installed capacity]

micro [hydropower plant]

small [wind turbine]

conventional [power plant]

hybrid [wind farm]

high [wind turbine]

[power system] reliability

[blade element] theory

rated [wind speed]

offshore [wind project]

[reactive power]| consumption

large [wind farm)]

[wind turbine] model

[wind energy] potential

onshore [wind farm]

power [electronic converter]

installed [wind generation]

[wind turbine] blade

[wind turbine] generator

offshore [wind resource]

[wind power]| output

sound pressure] level

[wind turbine] application

low [wind speed]

wind turbine] manufacturer

power [spectral density]

[wind turbine] rotor

wind energy] project

[wind speed] forecasting

large [wind turbine]

wind power] integration

[control system] design

heat transfer] medium

transmission system| operator

average [capacity factor]

wind power] project

thermal power] plant

[wind energy] sector

[
[
[
[wind power] fluctuation
[
[
[

hydroelectric power] station

time domain] simulation

unity [power factor]

urban [wind turbine]

reactive power] control

[full load] hour

[hydro power] plant

[
[
[
[
[
[

grid connection] cost
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[wind turbine] component [wind energy] capacity [wind energy] application

[power system] operation [hydroelectric power] plant [voltage source] converter

net [capacity factor] [wind resource] assessment [sound power] level

[mass flow] rate [wind farm] development net [present value]

wind energy] converter [wind energy] density conventional [wind turbine]
[

reactive power] compensation [renewable energy] resource

[
[wind turbine] system
[

wind turbine] technology

Table 1: List of MWTs manually bracketed

Based on bracketing models (2.1), the terms in Table 1 were decomposed in all

possible groupings and/or searched for within different structures, as pointed out by
the following 12 indicators:

1.

10.

MWTs decomposed in all possible groupings according to adjacency,
dependency and shortening models (pl p2, p2 p3, pl p3) (for offshore wind
farm, offshore wind, wind farm, offshore farm);

. Insertions within the MWTs (pl * p2 p3 and pl p2 * p3) (offshore [wind farm]

because offshore shrouded wind farm);

Longer MWTs where adjacent groupings act as modifiers (pl p2 *, p2 p3 *),
head (* pl p2, * p2 p3) or middle modifiers (* pl p2 *, * p2 p3 *) (offshore
[wind farm| because onshore wind farm);

MWTs with a hyphen between adjacent groupings (pl-p2 p3, pl p2-p3) ([cell
cycle] analysis because cell-cycle analysis);

MWTs with the possessive genitive between adjacent groupings (pl's p2 p3, pl
p2's p3) (brain [stem cell] because brain's stem cell);

MWTs showing brackets around a single element (pl p2 (p3), pl (p2) p3, (pl)
p2 p3) or a grouping ((pl p2) p3, pl (p2 p3)) ([cell cycle] analysis because (cell
cycle) analysis);

MWTs where one of the adjacent groupings forms a monolexical compound
(plp2 p3, pl p2p3) ([gear boz] manufacturer because gearbox manufacturer);

MWTs where one of the first two elements is inflected for number (pl p2s p3,
pls p2 p3) ([tyrosine kinase| activation because tyrosine kinases activation);

MWTs showing a different word order of the first two elements (p2 pl p3)
(mean [total consumption]| because total mean consumption);

MWTs decomposed in all possible groupings having a prepositional paraphrase
in between (p3 PREP pl p2, p2 p3 PREP pl, pl p3 PREP p2) ([permanent
magnet] generator because generator with permanent magnets; [mean wind)
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speed because mean speed of wind);

11. MW'Ts decomposed in all possible groupings having a verbal paraphrase in

between (p3 V pl p2, pl p2 V p3, p2 p3 V pl, pl V p2 p3) ([permanent magnet]
generator because generator has permanent magnets);

12. MTWs where one of the adjacent groupings is followed by two capital letters
(expecting an acronym) in brackets (pl p2 (AA) p3, pl p2 p3 (AA)) ([direct
current] generator because direct current (DC') generator).

Consequently, 34 specific CQL (Corpus Query Language) queries were designed for the

extraction of occurrences of each of the above structures (Table 2).

Bracketing Structur
indicators e
retrieved

CQL queries

Decomposed pl p2

[tag!="JJ.*|N.*"][lemma="p1"|[lemma="p2"|[tag!="N.*|JJ.*"]

MWTs
p2 p3 [tag!="JJ.*|N.*"][lemma="p2"|[lemma="p3"|[tag!="N.*|JJ.*"]
pl p3 [tag!="JJ.*|N.*"][lemma="p1"|[lemma="p3"][tag!="N.*|JJ.*"]

Insertions pl * p2 [lemma="pl'|[tag="N.*|JJ.*|RB.*|VVN.*|[VVG.*']+ [lemma="p2"|[lemma="p3"]
p3
pl p2 * [lemma="pl"|[lemma="p2"|[tag="N.*|JJ.*|RB.*|VVN.*|[VVG.*"]|+ [lemma="p3"|
p3

Longer MWTs  pl p2 *

[tag!="N.*|JJ.*"][lemma="p1"|[lemma="p2"] [tag="JJ.*|N.*RB.*|VVG.*|VVN.*"
& lemmal= "p3"]* [tag="N.*" & lemmal= "p3"]

* pl p2 [tag="N.*|JJ.*"|+[lemma="p1"|[lemma="p2"] [tag!="N.*|JJ.*"]

p2 p3 * [tag!="N.*|JJ.*"] [lemma="p2"][lemma="p3"|
[tag="JJ.*|N.¥|[RB.*|VVG.*|VVN.*"]* [tag="N.*"|

* p2 p3 [tag="N.*|JJ.*" & lemmal= "p1"]+ [lemma="p2"] [lemma="p3"] [tag!="N.*|JJ.*']

*plp2*  [tag="N.*¥JJ.*"]+ [lemma="p1"][lemma="p2"|
[tag="JJ.¥|IN.*RB.*|VVGX*VVN.*" & lemmal="p3"*[tag="N.*" & lemmal=
“p3":|

*p2p3 *  [tag="N.¥JJ*' & lemmal!="p1"]+[lemma="p2"|[lemma="p3"]
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[tag="JJ.*|N.*|RB.*[VVG *[VVN.*" & lemmal="p3'*[tag="N.*"|

Hyphen pl-p2 p3  [lemma="pl-p2'][lemma="p3"]
pl p2-p3  [lemma="p1'][lemma="p2-p3"]
Possessive pl p2's [lemma="pl'|[word="p2's"][lemma="p3"]
genitive p3
pl's  p2 [word="pl's"|[lemma="p2"'][lemma="p3"]
p3
Brackets pl p2 [lemma="pl']|[lemma="p2"|[word="\("][lemma="p3"][word="\)"]
(p3)
(pl) p2 p3  [word="\("][lemma="p1"][word="\)"][lemma="p2"][lemma="p3"]
pl  (p2) [lemma="pl'][word="\("][lemma="p2"][word="\)"][lemma="p3"]
p3
(pl p2) p3  [word="\("][lemma="p1"|[lemma="p2"] [word="\)"] [lemma="p3"]
pl (p2 [lemma="p1"][word="\("][lemma="p2"] [lemma="p3"] [word="\)"]
p3)
Monolexical plp2 p3 [lemma="p1p2"][lemma="p3"]
compound
pl p2p3 [lemma="p1"][lemma="p2p3"]
Inflection pl p2s p3  [lemma="pl"|[lemma="p2" & tag="NNS"|[lemma="p3"]
pls p2 p3  [lemma="pl" & tag="NNS'|[lemma="p2"|[lemma="p3"]
Word order p2 pl p3  [lemma="p2'][lemma="p1l"|[lemma="p3"]
Prepositional p3 PREP [lemma="p3"][]{0,2}[tag="IN" & lemmal="like"]
paraphrases pl p2 [{0,2}[lemma="p1"'][lemma="p2"|[lemmal="p3"]
p2 p3  [lemmal!="p1'][lemma="p2"|[lemma="p3"][]{0,2} [tag="IN" &
PREP pl  lemmal!="like"][]{0,2}[lemma="p1"]
pl p3  [tag!="JJ.*|N.*'][lemma="p1l"|[lemma="p3"][]{0,2}[tag="IN" &
PREP p2  lemmal="like"][]{0,2}[lemma="p2"|[tag!="JJ.*|N.*']
Verbal p3 V pl [lemma="p3"][]{0,2}[tag="VV.*"][]{0,2}[lemma="p1"]
paraphrases p2 [lemma="p2"][lemma!="p3"]

145



Proceedings of eLex 2021

pl p2 V [lemma="pl"|[lemma="p2"|[lemmal="p3']{0,2}[tag="VV.*"] [[{0,2}[lemma="p3"]

p3
p2 p3 V [lemmal="p1'][lemma=" p2'][lemma="p3"|[]{0,2}[tag="VV.*"]
pl [{0,2}[lemma="p1"]
pl V p2 [lemma="pl'][lemmal="p2"]{0,2}[tag="VV.*'][lemmal!="p1']{0,2} [lemma="
p3 p2'][lemma="p3"]
Acronyms pl p2 [lemma="pl'|[lemma="p2"|[word="\("][word="[A-Z]{2}(s)?"][word="\)"][lemma=

(AA) p3 "p3'|

pl p2 p3 [lemma="pl'|[lemma="p2"|[lemma="p3"]|[word="\("][word="[A-Z]{2}(s)?"][word
(AA) ="\)"]

Table 2: CQL queries

To retrieve all the data, each constituent of the 103 MWTs was automatically filled in
the placeholders of pl, p2 and p3 and queries were sent to both corpora through
Sketch Engine's API, which means that a total of 7,004 queries were performed. In
order to avoid noise, all queries were applied to a single sentence (within <s/>) and
sub-hits (lazy results causing a multiplying effect) were filtered out. For the same
reason, some of the queries need to exclude certain elements. For example, when
looking for the MWTs decomposed in three independent terms (pl p2, p2 p3, pl p3),
the queries exclude any adjective or noun before and after them ([tag!="N.*|JJ.*"]) to
avoid structures where the groupings are only part of longer MW Ts.

Based on the figures retrieved through the Sketch Engine's API, the following 16 rules
were developed in order to automatically compute the bracketing of each MWT (Table
3).

Adjacency 1. If pl p2 > p2 p3 then (pl p2) p3;
If p1 p2< p2 p3 then pl (p2 p3);
Else, N/A

Dependency 2. If p2 p3 > pl p3, then (pl p2) p3;
If p2 p3 < pl p3, then pl (p2 p3);
Else, N/A

Shortening 3. If pl p2 > pl p3, then (pl p2) p3
If pl p3 & p2 p3 > pl p2, then pl (p2p3)
Else, N/A
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Insertions 4. TIf pl p2 * p3 > pl * p2 p3, then (pl p2) p3;
If p1 p2 * p3 < pl * p2 p3, then pl (p2 p3);
Else, N/A

Longer MWTs 5. Ifplp2* + *plp2+ *plp2*>p2p3*+*p2p3+ *p2p3* then
(p1 p2) p3;
Ifpl p2 * + *pl p2 + * pl p2 * < p2 p3 * + * p2 p3 + * p2 p3 *, then pl
(p2 p3);
Else, N/A

Hyphen 6. If pl-p2 p3 > pl p2-p3, then (pl p2) p3;
If pl-p2 p3 < pl p2-p3, then pl (p2 p3);
Else pl N/A

Possessive genitive 7. If pl p2's p3 > pl's p2 p3, then (pl p2) p3;
If pl p2's p3 < pl's p2 p3, then pl (p2 p3);
Else N/A

Brackets 8. If pl p2 (p3) > (pl) p2 p3 + pl (p2) p3, then (pl p2) p3;
If p1 p2 (p3) < (p1) P2 p3 + pl (p2) p3, then pl (p2 p3);
Else N/A

9. If (pl p2) p3 > pl (p2 p3), then (pl p2) p3;

If (p1 p2) p3 < pl (p2 p3), then pl (p2 p3);
Else N/A

Monolexical compound  10. If pl p2 p3 > pl p2p3, then (pl p2) p3;
If pl p2 p3 < pl p2p3, then pl (p2 p3);
Else N/A

Internal inflection 11. If p1 p2s p3 > pls p2 p3, then (pl p2) p3;

If pl p2s p3 < pls p2 p3, then pl (p2 p3);

Else N/A
Word order 12. If p2 pl p3 > 0, then pl (p2 p3);
Else N/A
Prepositional 13. If p3 PREP pl p2 > p2 p3 PREP pl, then (pl p2) p3;

paraphrases If p3 PREP pl p2 < p2 p3 PREP pl, then pl (p2 p3);

Else N/A
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14. If p1 p3 PREP p2 > 0, then pl (p2 p3)
Else, N/A

Verbal paraphrases 15. If p3 V pl p2 + pl p2 V p3 > p2 p3 V pl + pl V p2 p3, then (pl p2)
p3;
If p3 Vpl p2 + pl p2 V p3 < p2 p3 V pl + pl V p2 p3, then pl (p2 p3);
Else N/A

Acronyms 16. If p1 p2 (AA) > pl p2 p3 (AA), then (pl p2) p3;
If p1 p2 (AA) < pl p2 p3 (AA), then pl (p2 p3);
Else N/A

Table 3: Bracketing rules

Most of the rules lead to either left or right bracketing (or N/A if no results or equal
results are obtained), but two of them are only indicative of one. If rules 12 and 14
apply, they will indicate a left or right bracketing, respectively, but if they do not, that
does not mean that the opposite bracketing applies. For instance, when applying rule
12 to micro hydropower plant, the word order hydropower micro plant is not found.
However, this does not mean that it has a left bracketing. Furthermore, most of the
rules compare the figures of two queries, but some others include the addition of
several from different queries (5, 8 and 15). For instance, when rule 5 is applied to
wind power fluctuation, longer MWTs formed by each of the possible groupings are
compared and added (e.g. for wind power, longer MWTs, such as wind power system,
onshore wind power, and offshore wind power consumption, are added and compared to
the figures associated with power fluctuation). Finally, except for rules 12 and 14, all
the rules but one (3) are composed of two opposing conditions. Rule 3 is a mixture of
the left-bracketing condition of the dependency model and two nested conditions (pl
p3 > pl p2 & p2 p3 > pl p2).

In sum, the protocol is composed of 12 indicators formulated in 34 queries, whose
results are compared in 16 bracketing rules. Once the rules were applied and the
bracketing candidates obtained (based on the agreement of most rules, which all have
the same weight), the results were compared to the baseline.

2.2.2 Evaluating the protocol: rules and corpus reliability

Our results showed that the protocol allows for the correct bracketing of MWTs in
more than 83% of the cases as the average in both corpora, but some of the rules are
more productive and/or reliable than others, certain differences between the corpora
can also be found, and the confidence level of all rules (i.e. the probability to match
with the baseline based on the number of rules agreeing on the same result) shows
differences among the MW'Ts in the dataset.
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The performance of the rules for disambiguating purposes is based on their likelihood
to retrieve results from corpora and their ability to actually solve MWT bracketing as
compared to the baseline. The balance between frequency and reliability is what
constitutes the basis for a weighted protocol. This means that there are rules that do
not retrieve any result very often, but they are highly reliable when they do. For
instance, the possessive rule had a 100% matching rate but could only be used with
seven MWTs. In contrast, there are rules that are always likely to retrieve results but
do not always deliver an output matching the baseline.

100
90
80 -
70 -
60 -
50 -
40 -
30 +

Figure 1: Performance of bracketing rules

Figure 1 shows the performance of each of the rules considering both factors.
Adjacency (86.4%), longer MWTs (83.5%), dependency (76.7%) and shortening
(76.2%) are, collectively, the most useful rules.

As for the corpora, the agreement with the baseline based on the queries on the WPC
outperformed that of the DOAJ. Another difference is the varying performance of the
protocol on left or right bracketing. Generally speaking, left bracketing is better
identified in both corpora, but the difference is even more noticeable in the WPC.

Corpus size and type were thus found to have an influence on the results. The WPC,
although smaller in size, provided better bracketing results for the MWT dataset
(86.4% vs. 79.6%), as it belongs to the wind power domain. Domain-specificity is thus
a key factor for the performance of the protocol over size.

When looking at the rules individually, differences can also be found when comparing
corpora (Figure 2) from both quantitative and qualitative points of view.
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B Agreement Wind power B Agreement DOAJ

Figure 2: Quantitative and qualitative performance of bracketing rules in both corpora

As previously mentioned, the most reliable rules in both corpora were those related to
adjacency, dependency, or the capacity to form new longer MW'Ts, followed by
prepositional or verbal paraphrases and insertions. However, the DOAJ provided
better results for certain indicators related to the "surface patterns" reported by Nakov
(2007) (e.g. hyphens, concatenation, inflection, abbreviations, etc.), since such
patterns will be more likely found in larger corpora. Among the most reliable rules,
adjacency and longer MW'Ts performed better in the WPC, whereas dependency,
shortening and insertion performed better in the DOAJ, which might indicate that the
former are domain-dependent and the latter size-dependent. This can be verified when
looking at the figures (Figure 3) from a purely qualitative way (i.e. not taking into
account when no results are retrieved from the corpora and bracketing cannot be
computed). In that case most of the rules except for brackets, prepositional
paraphrases (and only that of pl p3 PREP p2) and abbreviations were more reliable in
the WPC.

The fact that right bracketing has a lower matching rate with the baseline, especially
in the DOAJ, opens a new line of inquiry regarding the nature of these MWTs and
their syntactic structure, since the choice of the dataset, based on frequency, was not
balanced in terms of left /right bracketing or syntactic structures. The main differences
between the corpora are the following: adjacency is equally reliable for left and right
bracketing in the WPC as opposed to the DOAJ, where right bracketing reliability
scores higher; the insertion and longer MWTs rules work in opposing directions; the
inflection rule in the DOAJ only shows reliability for left bracketing.

In the WPC, 100% reliability is shown for hyphens and possessives in the case of left
bracketing and for word order for right bracketing. In the DOAJ, 100% reliability is
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found for bracketed groupings in the case of right bracketing. In both of them, 100%
reliability is found for bracketed single words, word order, type 2 prepositional
paraphrases and abbreviations in the case of right bracketing.

H Agreement Wind power B Agreement DOAJ

Figure 3. Qualitative performance of bracketing rules in both corpora

Regarding the overall evaluation of the protocol, the output was analysed based on the
following: (1) whether the resulting bracketing agreed with the baseline; (2) whether
the candidate bracketing was the same in both corpora: and (3) the confidence of each
bracketing based on the number of rules pointing in the same direction without
considering N/A results (no results from the queries). For instance, for [wind turbine]
blade, even if only 68.75% of the rules could be applied, 100% of them pointed to a left
bracketing.

In half the cases, the rules showed a 100% confidence, 51.45% for the WPC and
41.74% for the DOAJ, from which 96.22% and 95.34%, respectively, agreed with the
baseline. The only failed bracketings with a 100% confidence were offshore wind project
(in both corpora), sound power level in the WPC, and offshore wind park in the DOAJ.
From the bracketings showing 80 to 99% confidence (20.38% in both corpora), 90.47%
and 85.71% agreed with the baseline. From 50 to 79% confidence (28.15% and
37.86%), 65.51% and 58.97% agreed with the baseline.

In the WPC alone, erroneous bracketing only occurred for hydroelectric power station
(and only because the application of all rules gave a N/A output), whereas in the
DOAJ failures included wind power plant, wind power generation, wind power output,
power electronic converter, sound pressure level, wind energy density, wind enerqgy
production, and reactive power consumption. The fact that more erroneous bracketings
were found through the DOAJ might indicate again that domain-specificity is what
matters the most, since in this corpus many different domains converge and the
constituents of these MW'Ts might accept very different combinations outside the wind
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In both corpora the bracketing failed for the following 13 MWTs: offshore wind power,

offshore wind energy, wind penetration level, offshore wind project, hydroelectric power
plant, hydro power plant, micro hydropower plant, installed wind generation, offshore

wind resource, thermal power plant, sound power level, mass flow rate and offshore wind

park. We have thus selected this list to perform a more in-depth analysis of possible

causes.

2.2.3 Understanding the causes of protocol failure

The 13 MW'Ts where the protocol failed in both corpora are shown in Table 4 with
both outputs and confidence levels.

Baseline WPC output Confidence DOAJ output Confidence
offshore [wind power] N/A 50% [offshore wind] power 62.5%
offshore [wind energy] [offshore wind] energy 62.5% [offshore wind] energy 55.5%

[wind penetration] N/A 50% wind [penetration level] 66.6%
level
offshore [wind [offshore wind] project 100% [offshore wind] project 100%
project]
[hydroelectric power] N/A 50% hydroelectric [power 70%
plant plant]
[hydro power] plant hydro [power plant] 55.5% hydro [power plant] 55.5%
micro [hydropower N/A 50% [micro hydropower] 66.6%
plant] plant
installed [wind [installed wind] 71.4% [installed wind] 66.6%
generation] generation generation
offshore [wind [offshore wind] 85.7% [offshore wind] resource 85.7%
resource] resource
[thermal power| plant N/A 50% thermal [power plant] 75%
[sound power] level sound [power level] 100% sound [power level] 83.3%
[mass flow] rate mass [flow rate] 66.6% mass [flow rate] 83.3%
offshore [wind park] [offshore wind] park 80% [offshore wind] park 100%

Table 4: 13 MW'Ts where the bracketing protocol failed
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In most cases, the system delivered the baseline's opposite bracketing, but in five cases
the results retrieved by the WPC were N/A, since the results pointed to a 50%
confidence, which indicates again that a domain-specific corpus outperforms a large
one. The results of these MWTs were analysed based on the following possible causes:
(i) the nature of the MWTs (e.g. the left/right bracketing, omission of constituents,
their syntactic structure, exceptions to the rule); (ii) the formulation of the corpus
queries; and (iii) the rules' confidence level; and (iv) the fact that some rules might be
noisier than helpful, thus biasing the results.

Based on their syntactic structures, most of the MWTs (9) follow the structure
A+N+N: only one MWT shows the Participle+N+N structure, which could be
subsumed under the latter; and three N+-N+N structures are found. Considering that
A+N-+N structures only amount to 30% of the initial 103 MWT dataset, this could
point to a degree of bracketing difficulty for such structures, although this should be
confirmed by replicating the study with a more balanced dataset in terms of syntactic
structure.

In terms of left or right bracketing, the set of failed MW'Ts is really balanced (six and
seven respectively) as compared to their proportion in the original 103 MWT set (34
right-bracketed and 69 left-bracketed MWTs), which suggest that this factor does not
necessarily influence the success of the protocol.

There seems to be a trend in failure for MW'Ts having plant or level as their head and
offshore wind as modifiers. In some of these cases, a variable bracketing could occur
even in human scenarios, which is often the result of multidimensionality and could
explain why the rules did not solve the bracketing of most MWTs in this 13-element
set, since 11 of them contain the above mentioned heads or modifiers. For instance, the
constituents offshore wind could be bracketed together indicating the wind type (e.g.
[offshore wind] power would refer to the energy produced from this type of wind).

Alternatively, the opposite grouping would instead highlight the location relation
between offshore and the head. For example, offshore [wind power] would allude to a
type of energy produced in that specific location. Furthermore, constituents such as
turbine or farm could have been elicited between wind and power (the true term being
offshore wind turbine/farm power), in which case offshore would refer to the place
where those devices are located. The same concept can thus be seen from different
angles, so both human and automatic procedures could be likely to provide
contradictory bracketed structures. In this sense, the cases of offshore wind project and
offshore wind resource might be a case of human bracketing failure (despite
inter-annotator agreement), since confidence figures are particularly striking. These
are the only two MWTs, together with sound power level and offshore wind park, where
confidence level scored so high in the wrong direction as compared to the baseline. In
contrast, most failed bracketings showed a confidence level of 50-60%, which points to
the possibility of setting a threshold above 60%.
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Something similar could happen with hydro power plant, where [hydro power] plant
would be a plant that uses water power (in a more general sense of energy) and hydro
[power plant] would imply a plant generating power (in the sense of electricity) that
uses water. Hydroelectric power plant would fall under the same hypothesis, however,
with its synonym hydroelectric power station the protocol did not fail. The same
happened with sound power level, which got a failed bracketing while a very similar
term (sound pressure level) got it right. This reinforces the hypothesis that power, due
to polysemy, is especially prone to multidimensionality.

Regarding the formulation of corpus queries, no errors possibly influencing the results
were found. The last step was to wonder whether there were certain rules that might
be more misleading than helpful in these MWTs, opening the possibility of
constraining the protocol for the rest of the MWTs in the set. Table 5 shows the
performance of each rule for each MWT in the WPC/DOAJ. However, no significant
patterns were found, which means that if each rule were to have a different weight,
weights cannot be inferred by analysing erroneous bracketings.

offshor  offshor [wind offshore  [hydroelectr  [hydro micro
e [wind e [wind penetration] [wind ic  power] power] plant [hydropowe
power|  energy] level project]  plant r plant]

Rule 1: Adjacency Agree  Agree  Agree / Fail Fail / Fail / Fail Fail / Fail Agree /
/ / Fail Agree

Agree Agree

Rule 2: Dependency ~ Fail / Fail / Agree / Fail / Agree /  Agree /  Fail / Fail

Fail Fail Agree Fail Agree Agree

Rule 3: Shortening Fail / Fail / Agree/Agre Fail / Agree / Agree /  Fail / Fail

Fail Fail e Fail Agree Agree

Rule 4: Insertion N/A/F N/A / Fail / Fail Fail / N/A /Fail  Fail/ Agree N/A/N/A
ail Fail Fail

Rule 5: Longer Agree  Fail / Fail / Fail Fail / Fail / Fail Fail / Fail Agree /

MWTs / Agree Fail Agree
Agree

Rule 6: Hyphens N/A / Agree / Fail N/A / Fail

N/A

Rule 7: Possessive N/A/ N/A/ N/A/N/A N/A / N/A/N/A N/A/N/A N/A/N/A
N/A N/A N/A

Rule 8: Brackets 1 N/A / N/A/N/A N/A / N/A/N/A N/A/N/A N/A/N/A
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N/A N/A

Rule 9: Brackets 2 N/A/ N/A/ N/A/N/A N/A / N/A/N/A N/A/N/A N/A/N/A

N/A N/A N/A
Rule 10: Agree  N/A / N/A/N/A Fail |/ Agree / Fail N/A / Fail
Concatenation / N/A  Agree N/A

Rule 11: Inflection N/A/ N/A/ N/A/N/A N/A / N/A/N/A N/A/N/A N/A/N/A

N/A N/A N/A

Rule 12: Word order N/A / N/A/N/A N/A / N/A/N/A Fail /N/A N/A/N/A
N/A N/A

Rule 13: Prepositions Fail / Fail/ Fail/ Fail Fail/ N/A/ Fail Fail/ Fail N/A /N/A
Fail Fail Fail

Rule 14: Prepositions N/A / N/A/N/A N/A / N/A/N/A N/A/Fal N/A/N/A

2 N/A N/A

Rule 15: Verbs Fail / Fail / Faill /N/A  Fail |/ N/A /Fail N/A/Fail N/A/N/A
Fail Fail Fail

Rule 16: N/A / N/A/ N/A/N/A N/A/ N/A/N/A N/A/N/A N/A/N/A

Abbreviations N/A N/A N/A

Table 5: Rules' performance on 13 failed bracketings in the WPC

installed offshore [thermal [sound [mass flow] offshore
[wind [wind power] plant  power] rate [wind
generation]  resource] level park]

Rule 1: Adjacency Agree /  Fail / Fail / Fail Fail / Fail Fail / Fail Fail /

Agree Agree Fail
Rule 2: Fail / Fail Fail / Fail  Agree /  Fail / Fail Agree /  Fail /
Dependency Agree Agree Fail
Rule 3: Fail / Fail Fail / Fail  Agree / Fail / Fail Agree/Agre  Fail /
Shortening Agree e Fail

Rule 4: Insertion  Fail / Fail Fail / Fail N/A /Fail N/A / NJ/A /Fail N/A /
N/A Fail
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Rule 5: Longer Fail / Agree Fail / Fail Fail / Fail Fail / Fail Fail / Fail Fail /
MWTs Fail
Rule 6: Hyphens N/A /N/A N/A / N/A / N/A / Fail
N/A N/A
Rule 7: Possessive N/A /N/A N/A / N/A/N/A N/A / N/A/N/A N/A /
N/A N/A N/A
Rule 8: Brackets 1 N/A /N/A N/A / N/A/N/A N/A / N/A/N/A N/A /
N/A N/A N/A
Rule 9: Brackets2 N/A /N/A N/A / N/A/N/A N/A / N/A/N/A N/A /
N/A N/A N/A
Rule 10: N/A /N/A N/A / N/A /Fail N/A / Fail / Fail
Concatenation N/A N/A
Rule 11: N/A/N/A N/A / NJA/Fal N/A |/ N/A/N/A N/A /
Inflection N/A N/A N/A
Rule 12: Word N/A /N/A N/A / N/A /Fail N/A / Fail / Fail N/A  /
order N/A N/A N/A
Rule 13: Fail/ Fail  Fail/ Fail N/A / Fail N/A /
Prepositions N/A
Rule 14: N/JA /N/A N/A / N/JA/N/A N/A |/ NJ/A/Fail N/A /
Prepositions 2 N/A Fail N/A
Rule 15: Verbs Fail / Fail Agree / Agree / Fail N/A / N/A /Fail N/A
Fail N/A /N/A
Rule 16: N/A/N/A  N/A/ N/A / Fail  N/A/ N/A / Fail  N/A/
Abbreviations N/A N/A N/A

Table 5: Rules' performance on 13 failed bracketings in the WPC II

In any case, the protocol delivered promising results that could be applied in any
terminology management scenario needing a thorough description of MWTs.

3. Multiword-term representation in terminological knowledge

bases

An accurate representation of MWTs in terminological knowledge bases involves
providing users with access to the implicit information codified in such specialised
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units, namely their structural dependencies and the semantic relations encoded among
the constituents. Since the second depends on the first, automatising bracketing
facilitates the inclusion of such information. Furthermore, establishing equivalence and
performing cross-lingual comparisons are only possible through the semantics implied.

In EcoLexicon, a new module for the description of MW'Ts has been designed. When
users query a monolexical term, they can access all of the MW'Ts where the search
term appears as a constituent, whether it is the head or a modifier. Figure 4 shows the
summary view of four different tabs where different types of information are provided,
in this case regarding the search term turbine.

The results of this view are a summary of what is obtained in the specific views that
will be described below, namely (i) MWT formation, (ii) Equivalents, (iii)
Morphosyntactic combinations, and (iv) Semantic combinations. As can be observed
in Figure 4, the CN formation bubble shows some of the MW'Ts that include the term
turbine. These examples are also shown in the Equivalents bubble along with their
main Spanish equivalents. The Morphosyntactic combinations bubble focuses on
bracketing and part-of-speech tagging. Finally, the Semantic combinations bubble also
shows bracketing, as well as annotation with semantic categories (blue), semantic roles
(red), and the internal semantic relation (grey, on the right).

“turbine” Modify query

Semantic combinations

- Turbine asa CN head
downwind  turbine has_attribute

DIRECTION  TRANSFORMING INSTRUMENT
(ATTRIELTE) [ENTITY)

DESCRIPTIVE THEME

offshore  [wind turbine] located
LOCATION TRANSFCRMING INSTRUMENT
(ATTRIBUTE]  (ENTITY)

LOCATION THEME

- Turbine as a CN modifier
turbine blade

: ) part_of
TRAMSFORMING INSTRUMENT  PART OF INSTRUMENT
(ENTITY) [ENTITY)
"POSSESSOR THEME
- [wind turbine] design attribute_of
TRANSFORMING INSTRUMENT  COMPOSITION
(ENTITY) (ATTRIBUTE)
'POSSESSOR THEME

Figure 4: Summary view of the MWT module in EcoLexicon
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Figure 5 shows an extract from the MWT formation tab, where the term generator is
shown as the head of three terms hierarchically organised, linked to their definitions
and highlighted conceptual dimensions (i.e. rotor or grid connection) as well as related
term variants (i.e. SCIG, DFIG). MWTs whose modifier is generator (e.g. generator
torque control) can also be obtained.

“generator” Modify query

- Generatoras aCN head
[ROTOR]

squirrel cage Induction g tor + T ;
SCIG + J * Internal semantic relation
induction generator whose rotor windin - = Usage examples: ars embedded in the rotor magnetic core,
forming a cage-like shape. _
« Verb collocation

wound rotor induction generator + | | Nopac

induction generator that uses slip-rings « Concept entry in Ecolexicon ndings to a converter, which controls the
generator speed and power factor. Pl Sadsies

[GRID CONNECTION]

doubly fed induction generator +
DFIG +

wound rotor induction generator that is fed from its both stator and rotor sides. The stator is directly connected to
the grid, while its rotor is connected to the grid through a variable frequency AC/DC/AC converter, which optimi-

Figure 5: Extract from the MW'T formation tab for generator

By clicking on the plus sign next to each term, users can access additional information:
(i) internal semantic relations between the constituents of the MWT, (ii) usage
examples, (iii) verb collocations; (iv) notes, (v) and the main term entry in the
knowledge base. The internal semantic relation option shows the MWT head and
modifier, as well as the semantic relation that links them. In MW'Ts formed by more
than two constituents, bracketing facilitates this distinction between head and
modifier, and is thus included in this view (e.g. wound rotor induction generator >
[wound rotor| part of [induction generator]).

Figure 6 shows an extract from the MW'T equivalents tab, where the MWTs with
generator as their head are now related to their corresponding terms in Spanish.
Additional languages, such as French, are planned to be included in the near future.
The same secondary options are offered as in the previous view, except for the
definition, which is included here as a secondary option.
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“generator” Modify query

-Generator as a CN head
[EXCITATION]

permanent magnet generator +

EN pmc +

gs | 9enerador de imanes permanentes +

[ROTOR AND STATOR SPEED]

permanent magnet synchronous generator +

EN PMSG +

generador sincrono de Imanes permanentes +

= PMSG +

[ self-excited Induction generator +

EN SEIG +

g5 generador de induccion autoexcitado +

Figure 6: Extract from the MWT equivalents tab for generator

Figure 7 shows an extract from the morphosyntactic combinations tab, where the
MWTs with turbine as their head are presented according to their morphosyntactic
structure and bracketing.

“Adjective+Common noun+turbine” Modify query

-Turbine as a CN head

commercial [windturbine] +
Adj N N

conventional [wind turbine] +
Adj N N

large [wind turbine] +
Adj N N

modern [wind turbine] +
Adj M M

offshore [wind turbine] +
Adj N N

small [wind turbine] +
Adf N N

Compare
morphosyntactic patterns

Figure 7: Extract from the Morphosyntactic combinations tab for turbine

By clicking on the plus sign next to each term, users can access additional information.
In this view, the semantic relation is not provided since such semantic information is
not relevant in this section. However, bracketing plays a central role, as it facilitates
morphosyntactic analysis and MWT management.
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Furthermore, when clicking in Compare morphosyntactic patterns, a bilingual view
will be displayed (Figure 8). The results that meet the search criteria will be shown,
together with their main variants in the target language. These are annotated with the
part-of-speech of each constituent, so that the morphosyntactic patterns of term
formation in both languages can be compared. Users can also observe that bracketing
does not always correspond in the two languages (e.g. when the equivalent has fewer
constituents, as in power output curve and curva de potencia).

r i |
“Commoun noun+Common noun+Common noun” | Modify query |
[power
N Compare morphosyntactic patterns
[wind ¢ [power output] curve curva de potencia
N N N N N Prep N
" [wind energy] system aerogenerador
[W:l“’ I N N N N
[wind power] fluctuation fluctuacion de la [potencia edlica]
[wind § N N N N Prep Art N Adj
N [wind power] plant parque edlico
N N N N Adj
[w:'d ! [wind turbine] blade pala del aerogenerador
N N N N Art.Cont. N
[wind t [wind turbine] manufacturer fabricante de aerogeneradores
N N N N N  Prep N
[wind turbine] rotor rotor eélico
[wind ¢ N N N N Adj
N
tterns

1
4

Figure 8: Extract from the Compare morphosyntactic combinations tab for turbine

Figure 9 shows an extract from the semantic combinations tab, where the semantic
categories MAGNITUDE(ATTRIBUTE) and CHANGE(PROCESS) are queried to obtain the
MWTs that include them. The MW'Ts retrieved are tagged with their bracketing
structure (if they have three or more constituents), and their semantic categories and
roles. For instance, in woltage control, wvoltage belongs to the category of
MAGNITUDE(ATTRIBUTE) and control belongs to the category of CHANGE(PROCESS). In
this MW'T, control is the agent since it affects voltage, the patient. Next to each MW,
its internal semantic relation is also shown.

By clicking on the plus sign next to each term, users can access additional information.
Unlike the previous views, an additional semantic information option is provided,
which displays more specific data for users interested in further conceptual
characterisation.

The Compare semantic patterns option is also provided (Figure 10). This section can
be used to compare the semantic pattern of our results with that of their translation
equivalents. A cross-linguistic approach to common phenomena such as variation or
multidimensionality can thus be obtained, and the semantic annotation of MWTs in
both languages can be contrasted (e.g. small wind turbine, based on size, vs its
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equivalent aerogenerador de baja potencia, based on power). Not surprisingly,
bracketing is the key to ascertaining the basic parts of MWTs and facilitate their
understanding.

“Magnitude(Attribute}+ Change(Process)” Modify query

voltage  control affects +
MAGNITUDE CHANGE
(ATTRIBUTE) (PROCESS)

PATIENT AGENT

voltage dip affects +
MAGNITUDE CHAMNGE
(ATTRIBUTE}  (PROCESS)

PATIENT AGENT

voltage drop affects +
MAGNITUDE  CHANGE
(ATTRIBUTE)  {PROCESS)

PATIENT AGENT

voltage fluctuation affects +
MAGNITUDE  CHANGE
(ATTRIBUTE) (PROCESS)

PATIENT AGENT

Compare
sermantic patterns

Figure 9: Extract from the Semantic combinations tab

“Descriptive+wind turbine” Modify query
|
[cons Compare semantic patterns
MA
ATl conventional  [wind turbine] aerogenerador convencional
DEH ATTRIBUTE  TRANSFORMING INSTRUMENT TRANSFORMING INSTRUMENT ~ ATTRIBUTE
(ENTITY) (ENTITY)
conve DESCRIPTIVE THEME THEME DESCRIPTIVE
ATl has_ attribute has_attribute
DESY  small [wind turbine] aerogenerador de baja potencia
SIZE TRANSFORMING INSTRUMENT TRANSFORMING INSTRUMENT MAGNITUDE
sma] (ATTRIBUTE) (ENTITY) (ENTITY) (ATTRIBUTE)
T?I%H DESCRIPTIVE THEME THEME DESCRIPTIVE
) has_attribute has_attribute
DESCH
[stall-regulated] [wind turbine] aerogenerador de paso fijo
[stall{ PHYSICAL ATRIBUTE TRANSFORMING INSTRUMENT  TRANSFORMING INSTRUMENT PHYSICAL ATTRIBUTE
PHYSI] (ATTRIBUTE) (ENTITY) (ENTITY) (ATTRIBUTE)
(ATl pescipTivE THEME THEME DESCRIPTIVE
DE has._attribute has_attribute

[ SeMmamCpatErns

Figure 10: Extract from the Compare semantic patterns tab

4. Conclusions

In this paper, a bracketing protocol has been presented together with its practical
application in the design and compilation of a MWT module in a terminological
knowledge base. Regarding the protocol, we concluded that the most productive rules
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are adjacency, longer MW'Ts, dependency, shortening, and paraphrases.

It is also advisable to perform the queries in domain-specific corpora, and not
necessarily large ones. When large corpora are available, other surface patterns might
prove more useful in terms of precision.

As for the MWT module described in this paper, it is intended to be useful for a wide
variety of users, ranging from translators and interpreters, terminologists and technical
writers, to students and environmental specialists. This resource includes different
types of information that assists in both comprehension and production tasks. A
systematic approach was adopted with a view to enhancing the heterogeneous
description of MW'Ts in language resources, as well as specific problems such as the
lack of consideration of internal dependencies or bracketing.
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Abstract

We present an innovative approach to the representation of domain-specific knowledge which
combines traditional concept-oriented terminography with knowledge frames and augments
linguistic data with images, videos, interactive graphs and maps. The interface is simple and
intuitive, prompting the user to enter a query term in any of the three languages (English,
Croatian and Slovene). If the term is found it is described through textual definitions from
various sources, its frame derived from annotated data, a graph depicting the neighbourhood
of the concept and — if feasible — a map of geolocations for the queried term. The frame
represents aggregated and structured knowledge as it describes the concept through a set of
semantic relations. Graphs enable the user to browse through related concepts and explore the
domain in a visually represented network. The underlying knowledge base of karstology was
created within the TermFrame project and is based on an implementation and extension of the
frame-based approach to terminology.

Keywords: frame-based terminography; karstology; knowledge base; visualisation

1. Introduction

The notion of frames as templates of knowledge structures (Faber, 2009; Faber et al.,
2011) has found great resonance in the field of terminology as it efficiently combines
the textual, contextual and cognitive layers of knowledge into a comprehensive
theoretical and practical framework. In the TermFrame project we approach the domain
of karstology from an interdisciplinary perspective to create a multilingual and multi-
modal interactive knowledge base tailored to different types of users: domain experts,
students, and researchers, but also non-experts interested in karst.

Karstology itself is an interdisciplinary field studying karst, a special type of landscape
which develops on soluble rocks such as limestone or gypsum. Typical karst landmarks
include caves, sinkholes, various rock formations and complex water systems with
streams which may sink and continue their flow subterraneously. Apart from being a
field of interest for geography, hydrology, speleology and geology, karst systems —
especially caves — are popular tourist destinations and important areas of environmental
protection, which is why we envisage interested non-experts as potential users of our
knowledge base.
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The web user interface to the knowledge base is designed in line with the principles of
usability as defined by Jakob Nielsen through the following five key features (Nielsen,
1996): learnability (how simple the interface is for a first-time visitor), efficiency (how
quickly the user can complete their task), memorability (how well does the user master
the interface after a period of non-use), errors (the number of errors the user makes
during use, their gravity and difficulty of correction), and satisfaction (how pleasing
the interface design is).

The remainder of this article is structured as follows: After a brief overview of related
work in Section 2 we dedicate Section 3 to the various sources of information for our
knowledge base. We describe the resources, processing steps and tools used to create
each of the layers presented to the user. Section 4 focuses on the mode of presentation
itself and the rationale of designing the search interface so that it can be accessible and
usable for all of our potential target groups. We conclude with a brief discussion and
plans for future work.

2. Related work

Frame-based approaches to terminology (FBT; Faber, 2012) have become mainstream
in the past decade. While the EcolLexicon as the first of its kind continues to improve
and expand (Faber et al., 2016; Le6n-Arauz et al., 2019), other authors and projects
integrate frames or conceptual templates into their knowledge representations (Roche
et al., 2019; Bihua et al., 2020; Giacomini, 2018).

Since specialised knowledge is often conceptualised as a network, numerous examples
of knowledge visualisations in the form of graphs can be listed, such as multilingual
databases of colexification patterns CLICS ' (Mayer et al., 2014), Wikipedia
visualisation (WikiGalaxy?) or biological domain knowledge exploration software such
as Biomine Explorer (Podpecan et al., 2019). The latter implements a rich network
visualisation and manipulation interface which sits on top of the Biomine search engine
serving the relevant parts of the enormous Biomine network according to the user’s
query. Cytoscape (Shannon et al., 2003) is one of the most important examples of
feature-complete network analysis software. While it was originally developed for
biological research, it has since grown into a general, extensible platform for complex
network analysis and visualisation. Gephi (Bastian et al., 2009) implements very
efficient algorithms for the visualisation of extremely large networks, but does not
implement many data integration options and is thus limited to visualisation and basic
analysis of general networks. OmicsNet (Zhou and Xia, 2018) implements a visual
analytics platform for multi-omics integration and features 3D visualisation in the
browser.

! http: //clics.lingpy.org
? http://wiki.polyfra.me/
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3. Resources for the TermFrame knowledge base

3.1 Concepts and textual definitions

The creation of our trilingual knowledge base for karstology was performed in stages
(cf. Vintar et al., 2019). First, specialised corpora in English, Croatian and Slovene
were compiled, ensuring optimal coverage of the domain. The corpora are comparable
and contain relevant contemporary works on karstology, including books, articles,
doctoral and master’s theses, glossaries and encyclopaedia. The composition of the
corpus is described in more detail in Vintar and Stepisnik (2020). The English
subcorpus contains just under two million words, while the Slovene and the Croatian
subcorpora are smaller and together consist of around one million words.

Some of the corpus texts were available only in printed format, so that a full digitisation
procedure was required, including scanning, OCR and manual proofreading; others
were obtained directly from publishers, authors and internet sources. For some of the
texts copyright issues remain unresolved, and such texts were used only as a source of
definitions and their digitised versions have been discarded. The cleared part of the
comparable corpus will be released through the Clarin.si repository?.

In the second stage, definitions of karst concepts were collected from the TermFrame
corpora using the ClowdFlows definition extraction tool (Pollak et al., 2012). The final
data set consists of 725 annotated definitions for English, 786 for Slovene and 661 for
Croatian. All definitions were manually annotated in accordance with our domain
model specifying the semantic categories and relations relevant for karstology (cf.
Vintar et al., 2019). An example of an annotated definition can be seen in Figure 1.

DEFINIENDUM [ GENUS | COMPOSED_OF HAS_ATTRIBUTE
e GONPOSITION
The sandstone isa rock made of cemented quartz sand that is very resistant to erosion .

Figure 1: Annotated definition in WebAnno

The domain model specifies five top-level categories dividing karst terms into
Landforms, Processes, Geomes, Entities/Properties and Instruments/Methods. Each
category is associated with a set of semantic relations used to define or describe it;
these combinations can also be referred to as definition templates and help organise
and represent knowledge in a systematic manner. In addition to the categories and
relations, each definition is also analysed for definition elements, so that we annotate
the DEFINIENDUM, GENUS and SPECIES (the latter is relevant for extensional
definitions).

? https://www.clarin.si/repository /xmlui/
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The definitions in all three languages are contained in a common database where each
definiendum — which can be in English, Slovene or Croatian — is assigned a concept 1D,
thus linking equivalents to a specific and unique meaning. A concept may have several
definitions in one language (most notably karst, for which there are as many as 13
English definitions) and several terms designating it, or it may not have an equivalent
in all three languages.

3.2 Representing frames

In order to allow further processing of annotated definitions in all three currently
supported languages they have to be exported from the WebAnno annotation software
(Eckart de Castilho et al., 2016). We use the common .tsv format which is one of the
available outputs of WebAnno. Due to the complexity of the annotated data, any simple
text format (including .csv) is ill-suited for this task. The following issues need to be
handled by the parser in order to extract the correct and complete data.

e The annotation of a text is composed of annotation blocks which contain
annotations of sentences. These blocks are separated by empty lines and
comments.

e Single cells may contain additional inner separation characters.

e An annotation can span any number of cells in the same column, either in a
contiguous block or possibly separated with other annotations.

¢ Annotations spanning multiple tokens are characterised by annotation serial
numbers (counters) in square brackets following the annotation name. However,
serial numbers are not present in annotations spanning single tokens.

We implemented the parser using the popular Pandas framework,* which offers several
data manipulation and selection features which made our task easier. First of all, the
csv parser is configured so that the .tsv export of WebAnno is stored correctly into an
internal data structure (Pandas’ DataFrame). Then, the complete annotation data is
split into sentence annotation blocks using sentence ID as the grouping key. The
possibility of intra-cell separation is handled next by duplicating the row for each such
value while assigning a new, unique index. This is followed by extracting the actual
tokens belonging to each annotation. Pandas’ powerful data selection functions are used
to simplify this task. Finally, the complete annotation data is stored in an internal
format and ready to be converted into a format suitable for the representation of frames
in a table or visualisation in a graph.

* https://pandas.pydata.org/
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01 definition %

1. Pocket valleys (or steepheads) are the reverse of blind valleys, since
they occur in association with large springs close to the margins of
karst areas.

(Gunn, 2004)

2. Steephead: A deeply cut valley, generally short, terminating at its
upslope end in an amphitheater, at the foot of which a stream may

Figure 2: Definitions and frame

The data presented as the frame of the query term collects all annotated semantic
relations from different definitions and displays them in the order of the “ideal”
definition. Thus, if Surface landforms are typically defined through their FORM, SIZE,
LOCATION and CAUSE, the frame tab will list all strings from the definitions that
had been annotated as either of these relations. The main added value of the frame-
based approach is that the information about the term is aggregated from different
textual sources, and that it is structured in a manner which reflects the cognitive
template surrounding the Surface landform concept category.

3.3 Visualisation

There are several possibilities how to define a graph structure using the extracted
annotations. Currently, graphs are created according to the following rules applied to
each sentence annotation block.

1. For every “definiendum” definition element create:
a. a node from its tokens,
b. a node from its category, and
c. a directed edge named has_category from the token node to the category
node.
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2. For every “genus” node create a node from its tokens.
3. For every “definiendum” token node and every “genus” token node create a
directed edge named is a from the first node to the second node.
4. For every “relation” definition element create:
a. a node from its tokens,
b. a directed edge from the “definiendum” token node to the “relation”
token node, and give it the name of the relation.

The visualisation backend software stack consists of the following components. First,
the data loader provides fast loading from serialised data structures containing the
graphs with the topology as described above. Second, the graph extraction component
performs subgraph extraction according to input parameters. Currently, one or more
nodes can be used as the input query. The extractor performs neighbourhood search
from the specified nodes using the currently default depth limit of 2 and returns the
resulting subgraph. Finally, the exporter serialises the extracted subgraph into a
selected format. We use JSON to pass the subgraph data to the frontend, but several
other formats are supported and can be used for server-side processing or for download.

The visualisation of the graph corresponding to the user query is implemented using
the open source vis.js library® which is a dynamic, browser based visualisation library.
It enables interactive and efficient visualisation of reasonably large graphs (up to a few
thousand nodes). In our case, however, the size of graphs is limited to only few dozens
of nodes because of the neighbourhood search depth limit of 2.

When the JSON containing the graph data is received from the backend, a vis.js
DataSet structure is created first. It contains information about nodes and edges and
any additional node and edge data that is required by the graph visualisation user
interface. Then, a visualisation canvas is created and populated with the contents of
the DataSet. Several visualisation parameters are set to values which enable clear
visualisation of small knowledge graphs.

The graph displayed alongside the query is interactive in the sense that each node
which corresponds to a term in our knowledge base can be clicked by the user. This
action runs a new query so that the entire results window is refreshed and a new set of
definitions, frame, graph, etc. is displayed.

3.4 Images and videos

Since most of our karst concepts pertain to tangible landscape entities, we obtained a
collection of images and videos depicting karst phenomena. Images are labelled with
concept IDs and integrated into the search interface. Images and aerial photographs of

® https://visjs.org/
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karst forms and processes were obtained during systematic field surveys and
morphographic mapping for documentation and field research of karst conducted by
Dr. Uros Stepisnik and colleagues from 2006 to 2021. Apart from karst documentation
and research, the visual materials are also used for didactic purposes in teaching the
physical geography of karst at the Department of Geography at the University of
Ljubljana (Stepisnik, 2020). Classical photographic equipment and unmanned aerial
vehicles were used for photographic documentation. The image and video material is
available for the purposes of the TermFrame project under the CC-BY-NC-ND license.

3.5 Maps

For the most central and frequent karst landforms which are described in our corpus
through actual geolocations, we created maps displaying these locations. Place names
were automatically extracted using the GeoNames.org database as a source of global
geographical names and REZI®, a publicly available registry of geographical names for
Slovenia and Croatia. The extracted names were supplemented with GPS coordinates
and imported into Google MyMaps to create maps of documented locations of the
relevant landform.

4. Designing the interface

The search interface is designed to be as simple and user-friendly as possible, focusing
primarily on usability for non-linguists. The user can enter a karst term in any of the
three languages and the results will be displayed in tabs. After the image or video, the
user can read all the definitions for the concept from different sources, then view the
“framed” definition, browse a clickable graph of related terms and, if available, see the
locations of the concept on the map.

The web interface is a WordPress installation with some custom modifications tailored
to the needs of our project. We have developed a database importer in order to easily
import new terms into the website. The importer processes the entries from a csv file
and maps them to the corresponding posts in a WordPress database. On top of that
we have a cron job which obtains the data for the graph visualisation via API. A cron
job is a simple software utility that schedules tasks to run at certain time intervals in
the future. This API is specifically developed for this project and returns information
about nodes and edges for any karst concept we have in the database. This data is
subsequently processed so it can be used with a vis.js library to display the graph in
the frontend.

% https://egp.gu.gov.si/egp/?lang=en
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4.1 Target audience

The first step in designing the user experience is to define the target users of the
interface. In our case the interface addresses several target groups of experts and non-
experts. Experts from the domains of geography, karstology and speleology will be able
to consult the karst knowledge base during their work, compare definitions by different
authors and browse for similar concepts. Linguists and terminologists will explore
mainly the linguistic aspects of the terms and their definitions, and both groups will
benefit from the equivalents in other languages, related concepts and graphs thereof.

The more general target group of non-experts will explore karst phenomena through
images, videos, textual descriptions and maps.

4.2 Browse vs. search

While designing the user interface we first needed to resolve the question of how to
represent the knowledge base to facilitate user access and satisfy the five Nielsen criteria
of usability mentioned above. The choice was between two user scenarios, browse or
search, whereby each has its advantages and disadvantages. Browsing allows the user
to search through a list or hierarchy. If the list is unordered, the search time increases
linearly with the number of items to choose from. Since our knowledge base contains
over 1,700 terms, such browsing would be extremely inefficient.

4.3 User journey

All target groups share the same mode of access to the knowledge base, but upon
receiving a response to the query the user may select the most relevant type of content
presentation. First, the user enters a query into the search field (for example “pocket
valleys”, see Figure 3).

We therefore selected searching as the access scenario. The user enters a query term
and immediately receives hits — provided the knowledge base contains the query term.
Browsing can be resumed via the graph of related terms where the number of items to
choose from is considerably smaller, while still allowing the user to explore without
knowing exactly what to search for. The search engine will first display the results in
the language of the query term, but the user may switch languages if the same concept
is described in the other two languages.
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The query term is displayed in the header of the page, together with the semantic
category and subcategory above the term and its synonyms below it (Figure 4). Under
the image or video is a list of four expandable tabs for the user to choose from. A
domain expert will presumably focus on the definitions and the frame (Figure 2), a
linguist might explore the graph (Figure 5), and a non-expert user might open the map
(Figure 6) and look for locations of the karst phenomenon.

The web site contains two additional tabs. Under Visualisations, several versions of the
entire knowledge network are presented displaying selected layers of information (e.g.
terms and categories, terms and geni, terms and relations). The Publications tab lists
the complete bibliography of project-related articles.

Surface landform

SIZE ) pocket valley

CAUSE

generally short

FORM 1
’ FORM 2

Figure 5: Graph
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Figure 6: Map of pocket valleys in Slovenia

5. Conclusion

We have described a new resource for karstology which presents structured knowledge
in an attractive and innovative manner. The rationale of the design is that even highly
specialised knowledge which has partly been obtained using complex text mining
techniques can still be accessible and visually compelling. The frame-based
restructuring of definitions seems a promising approach which links the textual level of
knowledge with the cognitive, spatial and visual spheres.

Since the user interface is still being completed at the time of writing, no usability
studies have been performed yet. An evaluation of the web interface by different target
groups remains one of our goals for the future. Since karst phenomena in Slovenia and
Croatia, but also elsewhere, attract large numbers of visitors who may be interested to
explore the karst knowledge base on a hand-held device, we envisage the development
of an app which would incorporate location data to the display of maps and images.

Upon project completion (by the end of 2021), several datasets will be made available
through the Clarin.si repository for English, Slovenian and Croatian: 1. the TermFrame
corpora (except for the works for which distribution was explicitly denied), 2. the
extracted and semantically annotated definitions, and 3. the parsed annotations in
table format which can be used for visualisation or other form of analysis. The online
knowledge base described above is available online without registration.
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Abstract

One of the main pending methodological issues in lexicography is the representation of
multiword expressions (MWESs). Their heterogeneous and fuzzy nature has given rise to diverse
typologies in linguistic theory and to a variable and inconsistent treatment in lexicographic
practice. Addressing this issue in the context of pedagogical lexicography is of vital importance
because, due to a complex interplay of features of form, meaning and use, MWEs present major
difficulties for learners as regards reception, production and retention. This paper thus
examines the representation of different types of MWEs in online versions of English
monolingual learner’s dictionaries and points out the need for a more rational, motivated and
systematic lexicographic treatment. We argue for a cognitively oriented approach to MWEs
that draws on Frame Semantics and the Conceptual Metaphor and Metonymy Theory. The
proposal is illustrated through two case studies, which demonstrate how MWEs are integrated
in a motivated semantic network of the motion verbs crawl and dash. The flexibility of the
electronic medium can make it feasible to design cognitively informed features of the dictionary
microstructure to improve the representation of MWEs.

Keywords: multiword expressions; monolingual learner’s dictionaries; Frame Semantics;
Conceptual Metaphor and Metonymy Theory; motion verbs

1. Introduction

This paper is motivated by the elusive nature of multiword expressions (MWEs) which
are notoriously difficult to handle in lexicography. Although dictionary practices
continuously develop, it remains unclear how MWEs should be represented in
dictionaries. By overcoming space constraints and making new search paths feasible,
the potential of the electronic medium has been widely recognised (de Schryver, 2003;
Atkins & Rundell, 2008). MWEs have received much attention from a lexicographic
and natural language processing perspective (for an overview see Gantar et al., 2019).
However, challenges still remain at both macro- and microstructural levels, and the
lack of “a comprehensive theoretical approach to the treatment of all types of MWEs
in lexicography” is noted (ibid.: 143).

Focusing on English monolingual learner’s dictionaries (MLDs) as representatives of
the most recent developments in lexicography, several studies have observed
considerable variation in the treatment of MWEs (e.g. Atkins & Rundell, 2008: 394-
397; Walker, 2009: 289-291). For example, the same MWEs have been recorded under
different entries and in a different manner, e.g. as fixed expressions needing an
explanation or as simple examples, highlighted within “focus boxes” or indicated by
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special labels (e.g. “idiom”, “phrasal verb”, “phrase”). The lack of consistency in the
selection and wording of MWEs seems to result from differences in what each dictionary
regards as collocation, idiom, etc., and from the large number of variant forms observed
in corpora. At the level of the macrostructure the consultation process may have
become easier due to access flexibility in electronic dictionaries; MWEs can be retrieved
automatically wherever entered as long as they have received “lemma-sign status” (de
Schryver, 2003: 178; Atkins & Rundell, 2008: 253). However, at the level of the
microstructure no major change has been made in the description or arrangement of
MWESs; they are usually presented as a list of hyperlinks at the end of an entry with
no clear indication of how they are connected to the lemma’s semantic network
(Wojciechowska, 2020).

Against this background and on account of the user perspective in MLDs, we propose
that cognitive semantic theories, namely Frame Semantics (Fillmore, 2006 [1982]) and
the Conceptual Metaphor and Metonymy Theory (Lakoff & Johnson, 1980), can help
us improve the lexicographic treatment of most MWESs since they are — at least to some
extent — motivated. Considering Lakoff’s (1987: 346) claim that “it is easier to learn
something that is motivated than something that is arbitrary”, the paper draws
examples from a small-scale corpus-based and cognitively-oriented pre-lexicographic
database for motion verbs to outline an informed and more user-friendly treatment of
MWEs.

To set the scene, section 2 discusses MWEs from a typological and lexicographic
perspective, while section 3 considers what cognitive semantic theories can contribute
to the ongoing question of the representation of MWEs in dictionaries. Section 4
demonstrates the practical solutions proposed through two case studies focusing on the
manner-of-motion verbs crawl and dash. By reviewing the treatment of the crawl- and
dash- MWEs in online versions of MLDs and reconstructing the microstructures of the
entries, we illustrate a cognitively informed treatment of MWHEs — complementary to
the preliminary corpus-based extraction of typical word combinations.

2. MWEs and lexicographic issues

MWEs have long been a focus of great interest in the field of lexicology and

lexicography due to their pervasive but also fuzzy nature. From a theoretical

perspective, numerous attempts have been made to capture the complex interaction of

idiomaticity and flexibility, giving rise to terminological diversity. From a lexicographic

perspective, however, the representation of MWEs in dictionaries has not been

extensively researched, and “the status of MWEs in lexicography still remains unsettled”
(Wojciechowska, 2020: 584). This study does not aim to offer one more classification of

MWES; rather it uses Gantar et al.’s (2019) integrative typology as a point of reference

with a view to discussing the lexicographic treatment of MWESs in two case studies.

Bringing together three classifications (i.e. Atkins & Rundell’s, 2008: 164, Bergenholtz
& Gouws’s, 2014, and Baldwin & Kim’s, 2010), Gantar et al. (2019) present a
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lexicographically relevant typology consisting of seven types of MWEs: collocations (e.g.
severe criticism), fixed phrases and idioms (e.g. to have a heart of gold), compounds
(e.g. lame duck), proverbs (e.g. half a loaf is better than no bread), phrasal verbs (e.g.
take off), light-verb constructions (e.g. take a walk), and prepositional phrases (e.g. with
regard to). This typology is built on gradable criteria such as collocability, contiguity,
idiomaticity, compositionality, figuration and fixedness (ibid.: 141-142). In fact, despite
variation in terminology it is generally agreed that there is a scalar relationship between
types of MWEs exhibiting gradability of one or more of the following broad dimensions:
(a) semantic/pragmatic specialisation and metaphoricity, (b) lexico-grammatical
fixedness/variation, and (c) frequency of occurrence (for an overview see e.g.
Dalpanagioti, 2018: 425-427). However, not only are there fuzzy borders between
different types of MWEs, but also between co-occurrence patterns in the broad sense
of typical contextual environment and the narrower sense of MWEs (ibid.). As Fellbaum
(2016: 412) points out, “there are no hard rules to distinguish between merely preferred
co-occurrences and more or less fixed collocations that arguably have lexical status”.

The interplay of features of form, meaning and use makes the representation of MWEs
in dictionaries a challenge. Decisions regarding “what”, “where” and “how” are not
easy to take, and thus there is a lack of consistency in the lexicographic treatment of
MWES. For example, Oppentocht and Schutz (2003: 218) observed that phraseological
entities “can often be found under more than one entry, in different forms, and even
with different explanations”, while more recently Gantar et al. (2019: 156) underlined
the need for standardisation in categorising and tagging MWEs in dictionary databases
and identifying their canonical forms and variants. Relevant in this respect is
Bergenholtz and Gouws’s (2014) call for differential treatment of MWEs in light of
users’ needs (reception vs. production) and dictionary function (communicative vs.
cognitive). Learner’s dictionaries in particular should rise to the challenge of
representing both their meaning and full range of usage (Fellbaum, 2016: 424).

Corpus data and the electronic medium have opened exciting possibilities for learner’s
dictionaries. As regards phraseological information, developments mainly concern its
coverage and access (Lew, 2012: 349-351; Paquot, 2015: 469; Dziemianko, 2017: 669;
Wojciechowska, 2020). An increasing number of word combinations seems to be
channelled into electronic dictionaries though various microstructural components (e.g.
definitions, examples, subentries, boxes), while more effective search options are also
offered (e.g. fuzzy matching, type-ahead search, menus, signposts, hyperlinks). However,
the potential of the electronic medium has not yet been fully realised, and suggestions
to further this include developing user-friendly customisation options and blending
electronic dictionaries with learning environments (Lew, 2012: 353, 361), systematically
specifying word combinations in terms of genre and register (Paquot, 2015: 470),
integrating corpus-query tools into dictionary platforms (Paquot, 2015: 476), and
reflecting the semantic relations between MWEs (Wojciechowska, 2020). Elaborating
on the last research direction, this study argues for a cognitively oriented approach to
MWEs.
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3. The potential contribution of cognitive semantic theories

There seems to be a growing trend to advocate the application of cognitive linguistics
in lexicography (see e.g. Geeraerts, 1990; Fillmore & Atkins, 1992; Van der Meer, 1999;
Moon, 2004; Molina, 2008; Wojciechowska, 2012; Kdvecses & Csabi, 2014; Jiang &
Chen, 2015; Ostermann, 2015; Xu & Lou, 2015; Wilinski, 2016; Dalpanagioti, 2019).
As Geeraerts (2007: 1168) explains, what cognitive linguistics can contribute to
lexicography is a more realistic conception of semantic structure. While corpus
linguistics has revolutionised lexicography by providing access to vast amounts of
authentic language data and foregrounding the role of context, cognitive linguistics can
make dictionary entries more reasonable and streamlined. Relevant studies mainly
propose ways of ordering and defining senses to make semantic relations more
transparent; however, MWEs have not received much attention. In this context, the
present study aims to demonstrate how the combined use of Frame Semantics and the
Conceptual Metaphor and Metonymy Theory can help improve the treatment of MWEs
in electronic dictionaries.

The main assumption of Frame Semantics is that words must be grouped and explained
in relation to a "(semantic) frame", i.e. a structured background of experience which
constitutes a kind of prerequisite for understanding the meaning of a word (Fillmore,
1985: 224). Every semantic frame consists of specific "frame elements" (FEs), i.e. the
"various participants, props, and other conceptual roles" involved in the schematic
representation of a situation (Fillmore & Petruck, 2003: 359). Frame semantics links
these situation-specific semantic roles to their syntactic realisations (grammatical
functions and phrase types), thus specifying valence in both semantic and syntactic
terms.

Targets of annotation in the Berkeley FrameNet project are typically single words but
can also be MWEs such as phrasal verbs (e.g. give in in the frame [Giving_in]) or
idioms (e.g. kick the bucket in the frame [Death]) (Ruppenhofer et al., 2016: 21).
Focusing on predicates with a clear syntax-semantics mapping, FrameNet marks MWEs
only with a Target label with no FE/grammatical function/phrase type annotation
(ibid.: 59). However, MWEs receive special attention in the context of another frame
semantic project for German, the SALSA (SAarbriicken Lexical Semantics Annotation
and Analysis) project, which addresses the issue of metaphor representation. What is
proposed for single-word and multi-word metaphors is a double annotation scheme with
“a source frame representing the literal meaning, and a target frame representing the
figurative meaning” (Burchardt et al., 2009: 216); by contrast a single frame annotation
is assigned to (pure) idioms. Since the strategy of double frame semantic annotation
allows for capturing both the overall meaning (target frame) and the internal structure
(source frame) of metaphorical MWEs, it could be a useful starting point for a
motivated lexicographic treatment.

Conceptual motivation has been discussed in relation to idiomatic expressions within
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the framework of Conceptual Metaphor and Metonymy Theory (as laid out by Lakoff
& Johnson, 1980) and its application in language learning. For instance, Gibbs (1993)
argues that there are thousands of idioms which, without being predictable, seem to be
motivated partially by metaphorical/metonymic schemes of thought very much alive in
everyday reasoning. Similarly, Dobrovol’skij (2011: 56) defines motivation as
“transparency of conceptual links between source and target” and posits that “there
are many idioms which are not semantically analyzable, and yet they are motivated”.
Applied cognitive linguistic studies point out the pedagogical benefits of raising learners’
awareness of motivated meaning and semantic networks; for example, Boers and
Lindstromberg (2006) and Kévecses (2012) make special reference to the usefulness of
conceptual metaphor in the comprehension and retention of figurative idioms.

The implications of Conceptual Metaphor and Metonymy Theory for pedagogical
lexicography are mostly discussed in relation to ordering and defining senses. For
instance, Van der Meer (1999) argues that making learners aware of the extensions of
words, by ordering senses in the dictionary from literal to figurative, can facilitate
vocabulary learning. Similarly, it is important to show the relation between senses in
the wording of definitions; as Lew (2013: 299) explains, “foregrounding the links
between different shades of meaning may help repair some of the damage done by
artificially chopping semantic space into separate dictionary senses”. Lexicographic
applications of the Conceptual Metaphor and Metonymy Theory to the treatment of
MWESs can be traced in specialised dictionaries for phrasal verbs or idioms, which seek
to express the underlying conceptual motivation (for an overview see Kévecses & Csébi,
2014: 129-130), and in the “metaphor boxes” of the MEDAL (print and electronic)
dictionaries (for an overview see Moon, 2004). Metaphor boxes provide an explanation
of a metaphorical concept in terms of the mapping between source and target domains,
and group together illustrative examples for words and phrases that realise the mapping;
they were developed for about 60 concepts and have been placed in the macrostructure
near the relevant target domain headword to facilitate encoding in L2.

Within the context of corpus-based, electronic, pedagogical lexicography, we use two
case studies as a framework for making suggestions that move beyond reference to one
MWE type (e.g. idioms) or customisable macrostructural arrangement (e.g. metaphor-
based). We proceed to demonstrate how insights from Frame Semantics and Conceptual
Metaphor and Metonymy Theory can be systematically combined to improve the
treatment of MWEs.

4. Case studies: to crawl and to dash

Whereas metalexicographic studies can be selective about the MWEs examined for the
purposes of illustration, in practical lexicographic work an exhaustive analysis of the
polysemy and phraseology of words is required. To discuss the role and (actual and
proposed) treatment of MWEs within the framework of a holistic lexicographic portrait,
we present two case studies that draw data from a pre-lexicographic database for
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motion verbs; for a short description of the corpus-based and cognitively oriented
features of the database see Dalpanagioti (2018: 422-423). Examining the entries for
the verbs crawl and dash, we focus on the microstructural representation of MWEs of
various types; in terms of Gantar et al.’s (2019) typology, they can be classified as
collocations (crawl the Net/web, dash someone’s hopes), idioms (crawl out of the
woodwork, make your skin/flesh crawl), proverbs: routine/situational formulas (I must
dash, dash it all), and phrasal verbs (crawl with, dash off). We thus proceed to first
compare the "Big Five" MLDs with regard to their representation of MWEs (section
4.1), and then to present an alternative cognitively informed treatment (section 4.2).

4.1 The treatment of MWEs in the "Big Five" MLDs

Aspects of form, meaning and presentation of MWEs are examined in the crawl (v)
and dash (v) entries of the online editions of OALD, LDOCE, COBUILD, CALD and
MEDAL. To facilitate the comparative analysis of the data, we have collected the
relevant information for the MWESs accessed through the crawl (v) and dash (v) entries
in Table 1 and Table 2, respectively.

With regard to coverage, we do not expect to find great differences, since all these
dictionaries are corpus-informed. Striking instances, nevertheless, are crawl the Net/web
and crawl back to, which are recorded in only one dictionary, i.e. LDOCE and CALD
respectively.! Variant forms, such as make your skin/flesh crawl, come/crawl out of the
woodwork, dash it/dash it all, seem to be consistently recorded with only slight
differences. Similarly, there is agreement on the semantic and pragmatic information
reflected in definitions and labels; in particular, corpus-derived information on
implications and register restrictions seem to be systematically provided.

However, variation can be observed with regard to the arrangement of MWEs.
Although hyperlinking MWEs to a separate entry seems to be the most common
practice among the five MLDs, there are various positions in which hyperlinks are
placed. More precisely, MWE hyperlinks may appear as separate senses (e.g. dash
somebody’s hopes in LDOCE, make your skin/flesh crawlin COBUILD), in an “idioms”
or “phrasal verbs” box (e.g. dash off in OALD and CALD), in a right-hand panel with
more results (e.g. crawl/come out of the woodwork in LDOCE and CALD), or in both
a box and a right-hand panel (e.g. make your skin/flesh crawl and dash it (all) in
MEDAL). When MWEs are not hyperlinked they are defined and illustrated in the
main entry as a separate sense (a typical practice in COBUILD) or in a sub-entry in a
box (a strategy preferred by OALD), or, less often, they are located among illustrative
examples without being highlighted (e.g. I must dash in COBUILD and CALD).

! In fact, the Word Sketches for crawl (v) in two web corpora available through Sketch Engine
(i.e. ukWaC and enTenTenl18) confirm the high frequency of its occurrence with nouns
denoting a Web location such as Web, Internet, website, net, etc. (semantic preference). In
contrast, there is not enough evidence to support the recording of crawl back to as an idiom.
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OALD

LDOCE

COBUILD

CALD

MEDAL

be crawling with

(informal) to be full of or
completely covered with
people, insects or animals,
in a way that is
unpleasant

label: phrasal verb

hyperlink in a box

be crawling with something

to be completely covered
with insects, people etc.

sense 6

hyperlink

be crawling with

If you say that a place is
crawling with people or
animals, you are
emphasizing that it is full
of them. [informal,

emphasis]

be crawling with sb/sth

to be full of insects or
people in a way that is
unpleasant

sense signpost: ‘Fill’

crawl with

(usually progressive)

1. to be full of people in
a way that is unpleasant

2. to be covered in
insects

label: phrasal verb

hyperlink in a box

make your skin crawl

to make you feel afraid or
full of horror

make somebody’s skin crawl

(informal) to make someone
feel very uncomfortable or
slightly afraid

to make your skin crawl

or make sb's flesh crawl

If something makes your
skin crawl or makes your
flesh crawl, it makes you
feel shocked or disgusted.
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make sb's skin crawl

If someone or something
makes your skin crawl,
you think they are very
unpleasant or
frightening

make your skin/flesh
crawl

to give you a very
unpleasant and slightly
frightened feeling




label: idiom

sub-entry in a box

hyperlink in the “More
results” panel

sense 6

hyperlink

label: idiom

hyperlink in the “More
meanings” panel
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label: phrase

hyperlink in a box & in
the “Other entries for

this word” panel

come/crawl out of the
woodwork

(informal, disapproving) if
you say that somebody
comes/crawls out of the
woodwork, you mean that
they have suddenly
appeared in order to
express an opinion or to
take advantage of a
situation

label: idiom

sub-entry in a box

crawl/come out of the
woodwork

if someone crawls out of the

woodwork, they suddenly
and unexpectedly appear in

order to take advantage of a

situation, express their
opinion etc. — used to show

disapproval

hyperlink in the “More
results” panel

- (come out of the

woodwork)

come/crawl out of the
woodwork

(mainly disapproving) to
appear after having
been hidden or not

active for a long time

label: idiom

hyperlink in the “More
meanings” panel

come/crawl out of the
woodwork

to suddenly appear after
a long time, especially
for unpleasant reasons

label: phrase

hyperlink in the “Other
entries for this word”
panel

crawl the Net/web
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if a computer program
crawls the Net, it quickly
searches the Internet to find
the particular information
you need

Proceedings of eLex 2021

to admit that you were
wrong and ask someone
to forgive you or ask
them for something that
you were offered and
refused in the past

label: idiom

hyperlink in a box

Table 1: Crawl MWEs in the "Big Five" MLDs
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OALD LDOCE COBUILD CALD MEDAL

I must dash (= leave (British English, spoken) If you say that you have to | UK I must dash - I've used for saying that you
quickly), I'm late. used to tell someone that dash, you mean that you got to be home by seven. | must leave quickly
you must leave quickly are in a hurry and have to because you are in a
leave immediately. hurry
[informal]
example under sense 1 sense 3 sense 2 example under sense label: phrase spoken
4 s i
hyperlink Move quickly hyperlink in a box & in
the “Other entries for
this word” panel

to destroy somebody’s to disappoint someone by If an event or person to destroy someone's to make it impossible for
hopes by making what telling them that what they | dashes someone's hopes or | hopes someone to do what
they were hoping for expectations, it destroys
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impossible

label: idiom

sub-entry in a box

want is not possible

hyperlink

them by making it
impossible that the thing
that is hoped for or

expected will ever happen.

[journalism, literary]

label: idiom

hyperlink in a box

Proceedings of eLex 2021

they hoped to do

label: phrase

hyperlink in a box & in
the “Other entries for
this word” panel

dash (it)! / dash it all!

(old-fashioned, British
English) used to show
that you are annoyed

about something

label: idiom

sub-entry in a box

dash it (all)!

(British English, old-
fashioned) used to show
that you are slightly
annoyed or angry about
something

sense 5

hyperlink

dash/ dash it/ dash it all

You can say dash or dash
it or dash it all when you
are rather annoyed about
something.

[British, informal, old-
fashioned, feelings]

label: exclamation

sense 10

(UK, old-fashioned,
informal) used to

express anger

label: exclamation
separate entry: dash

(Oh dash (it)! as an
example)

dash it (all)

used when you are
annoyed about
something

label: phrase informal
old-fashioned

hyperlink in a box & in
the “Other entries for
this word” panel
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dash something off

to write or draw
something very quickly

label: phrasal verb

hyperlink in a box

1. to leave somewhere very
quickly

off

to write or draw something

2. dash something

very quickly

label: phrasal verb

hyperlink

1. If you dash off to a
place, you go there very
quickly.

2. If you dash off a piece of
writing, you write or
compose it very quickly,
without thinking about it

very much.

label: phrasal verb

hyperlink

dash sth off

to write something
quickly, putting little
effort into it

label: phrasal verb

hyperlink in a box

1. [intransitive] to leave
quickly or suddenly
because you are in a

hurry

2. [transitive] to write or
draw something quickly
because you are in a
hurry

label: phrasal verb

hyperlink in a box & in
the “Other entries for
this word” panel

Table 2: Dash MWESs in the "Big Five" MLDs

188



Proceedings of eLex 2021

Besides dictionary-specific preferences, it is important to notice how the same
MWEs are classified across the dictionaries and whether the same MWE types
are treated consistently. As regards classification, in Table 1 and Table 2 we can
find clear-cut cases like dash off, which is labelled as “phrasal verb” and accessed
through a hyperlink in all dictionaries, but also more challenging cases like be
crawling with and dash somebody’s hopes, which are tagged as fixed phrases
(“phrasal verb”, “idiom”) in some dictionaries and as contextual realizations of
a sense in others. As regards the question of consistency, there does not seem
to be an identifiable type-specific treatment. Irrespective of whether MWEs are
collocations, idioms, phrasal verbs or situational formulas, the general tendency
is to present them separately from the main entry (in separate hyperlinked
entries or in separate boxes in the entry) and even when they appear among
numbered senses there is no indication of their relation.

To sum up, based on the examination of the sample entries we can conclude
that corpus analysis has led to a high degree of consistency in the representation
of MWE variant forms, meanings, implications and illustrative examples.
However, corpus analysis cannot address the issue of linking semantically related
units into a coherent network unless combined with an appropriate theoretical
model. Focusing thus on the “where” and “how”, rather than on the “what”, we
outline a cognitively oriented representation of MWEs in the two case studies.

4.2 A cognitively informed treatment of MWEs

Instead of detaching MWEs from the main entry, we propose incorporating
them in the network of lexical units (LUs). Drawing information from a
database that has applied a corpus-based and cognitively oriented methodology
to establishing LUs (Dalpanagioti, 2013; 2018), we reconstruct the skeletal
structure of the entries crawl (v) and dash (v). The semantic networks of the
verbs appear in Table 3 and Table 4, and demonstrate the links between single-
word and multi-word LUs.?

Since separate senses generally correspond to different semantic frames and
assign different FEs (Atkins, Rundell & Sato, 2003: 335-337), we cluster corpus
uses and distinguish LUs (single-word and multi-word ones) based on
FrameNet’s frames.® To lend further support to the frame-based sense
distinctions, we consider how they are motivated by the cognitive mechanisms

2 Corpus examples are not included in Table 3 and Table 4 because the study focuses
on arranging and presenting LUs rather than establishing them based on corpus uses;
besides, there seems to be considerable agreement in the senses and uses provided in
the MLD entries examined above. Variant forms of MWESs have been clustered together
under the same LU (see e.g. the idiom schema make someone’s skin/flesh/scalp crawl).
3 Descriptions of all FrameNet frames mentioned in Table 3 and Table 4 are available
online at https://framenet.icsi.berkeley.edu/fndrupal. The only exception is the
[Self motion]sguative frame (crawl, LU4) which has been introduced and described in
Dalpanagioti (2013: 17-19).
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of metaphor and metonymy. Promoting a cognitive-based rather than a
frequency-based approach to the ordering of LUs (Van der Meer, 1999: 203-4;
Lew, 2013: 293), we proceed from literal to metonymic to metaphorical
extensions and organise LUs into a tiered structure with two main clusters of
related senses in each table.

While in Table 3 all LUs correspond to discrete frames, in Table 4 we notice
that the frames [Departing] and [Cause impact] are mentioned twice. This is
due to our decision to distinguish between LUs that evoke the same frame, when
corpus uses exhibit distinct semantic-pragmatic nuances not reflected in frame
distinctions (e.g. dash it (all) is separated from the other [Cause impact] uses
because it serves a special discoursal function). However, in combining semantic
and contextual criteria for determining LUs, we pay particular attention not to
elevate mere contextual variations to the status of an LU, because it is easy to
lose sight of the semantic integrity of words by means of excessive splitting
(Atkins & Rundell, 2008: 313). Relevant in this respect is the collocation dash
someone’s hopes (Table 4, LUT), which is treated as a usage pattern rather than
as a stand-alone LU.

The (pre-lexicographic) cognitive semantic analysis presented in Table 3 and
Table 4 has practical implications for the representation of MWEs in online
MLDs. First of all, it is evident that all instances of the various MWE types
examined are motivated, i.e. they have clear conceptual links with other LUs.
However, these are not reflected in current dictionary practices, which create
distance between semantically related LUs, for instance, by hyperlinking MWEs
to separate entries or listing them in separate boxes. What is suggested instead
is to take advantage of the flexibility of the electronic medium to translate
cognitively oriented information into (microstructural) dictionary features.

Adding frame-based signposts as guidewords and using a tiered structure with
clusters of senses ordered in a logical manner can be applied to whole entries to
make connections more transparent. We should note in this respect that only
CALD wuses guidewords in the entries examined, yet without rational
arrangement of sense divisions (e.g. the “Fill” MWE be crawling with appears
far from the “Move” sense after the “Try to please” section), and only MEDAL
uses a tiered structure, yet without incorporating MWEs in it. Besides these
general techniques, MWEs in particular could be recorded (with frame-based
signposts) in alphabetical order in a menu at the top of the entry to facilitate
access, but placed within the related sense division in the entry text to indicate
semantic motivation. For example, the idiom variants make someone’s
skin/flesh/scalp crawl could be placed under the “Motion” cluster after the be
crawling with motivating LU. In this way, the entry could draw users’ attention
to both the overall meaning (target frame) through the frame-based signpost
and the internal structure (source frame) of metaphorical MWE through its
position.
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Clusters of | LU Frame Conceptual motivation
senses
I. Motion 1 move along with the body close [Self-motion] literal sense; natural locomotion of insects/ reptiles with
to the ground legs and literal extension to the motion of human beings
(toddlers) on the basis of similarity of posture
2 | Phrasal verb: crawl with [Abounding with)] CONTAINER FOR CONTENT metonymy from LU1; shift of
something/ someone (progressive emphasis from the SELF-MOVERS to the LOCATION where
colligation) motion takes place
be covered/ crowded with movers
(creatures or people)
3 | Idiom: make someone’s skin/ [Stimulate_emotion] | motivated by the [Abounding with] LU and the
flesh/ scalp crawl metonymies PHYSIOLOGICAL EFFECT FOR EMOTION and
BODY PART (skin, flesh, scalp) FOR PERSON/ EXPERIENCER
make someone feel fear or
revulsion experiential basis: when we feel horrified or revolted we
have the sensation that insects are moving over our skin; i.e.
we feel as if crawling with insects
4 move forward slowly [Self _motion]sguatve | €xtension from LUT (collocate type: human); experiential

grounding: when you crawl, your speed is reduced

- metonymy: shift of emphasis from the manner of motion
of humans (i.e. on hands and knees) to their speed of
motion (i.e. slow)

191



Proceedings of eLex 2021

- metaphor: further extension to the slow speed of any kind
of activity

SELF__MOVER: human, vehicle, plant, substance, path,
process, time, fear

Idiom: crawl/come out of the

woodwork

appear for unpleasant reasons

[Coming_to_ be]

extension from LU1 (collocate type: human) via the
metaphor LACK OF VIRTUE IS DOWN (weak/ dishonest
people are characterised as “worms”, i.e. underground
movers)

it implies contempt

I1. Action

behave in a servile manner; try

[Subordinates _and__

extension from LU1 (collocate type: human) via the

hard to please someone in superiors] metaphor BEING SUBJECT TO CONTROL IS DOWN;

authority in order to get an experiential grounding: lowering the body to the ground is a

advantage gesture of submission

Colligation: crawl to someone it implies disapproval of the behaviour and of the people
involved

search the Internet for [Scouring] extension from LU1 (collocate type: insect) on the basis of

information

Collocation: crawl the Web

the Computing sense of spider, and the metaphors ACTION
(i.e. searching) IS MOTION (i.e. path traversing) and
ABSTRACT STRUCTURE OF A COMPLEX SYSTEM (i.e.
information database) IS PHYSICAL STRUCTURE (i.e. spider
web)

SEARCHER: computer program (e.g. web spider, search
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engine, software)
GROUND: Internet (e.g. Web, (web)site, net)

it implies that the software carries out the search quickly
and lists the results

Table 3: Integrating crawl MWESs in a motivated semantic network

Clusters of | LU Frame Conceptual motivation
senses
I. Motion 1 run towards a goal very quickly [Self _motion] literal sense; violent manner of motion
or hastily
2 Proverb (routine formula): (1) [Departing] spoken expression related to LU1 (collocate type: human); it
must/ have (got) to dash serves a special discoursal function, i.e. to excuse yourself for
used for saying that you must leaving
leave quickly because you are in a
hurry
3a | Phrasal verb: dash off [Departing] special case of LU1; the particle off contributes the SOURCE
leave a place quickly because you FE to the [Self motion] of LU1
are in a hurry
3b | Phrasal verb: dash off something | [Text_ creation] extension from LU3a via the EVENT STRUCTURE metaphor:

write or draw something quickly

MANNER OF ACTION IS MANNER OF MOTION
mapping: leaving in a hurry (literal source: place) — writing

193



Proceedings of eLex 2021

something in a hurry (metaphorical source: mind)
it implies that you are not thinking very much or trying very
hard
I1. Impact 4 hit against a surface with great [Impact] literal extension from LU1 by adding the element [contact by
force impact] to self-motion: SELF-MOVER = IMPACTOR
) make something move violently [Cause_impact] causative extension from LU4: the action of the verb has an
against a surface, usually so that effect on an entity (IMPACTOR) so that it will move forcibly/
it breaks violently and hit against another entity, the IMPACTEE
(ACTION FOR RESULT metonymy); it implies (physical)
damage
6 Proverb (routine formula): dash it | [Cause_impact] spoken expression motivated by LUb; it serves a special
(all)! discoursal function, i.e. its sole meaning is its implication
exclamation used to express (the speaker is annoyed about something)
annoyance
7 destroy someone’s hopes, dreams, | [Destroying] extension from LU5 via the metaphors THOUGHTS/
plans, etc., thus disappointing FEELINGS ARE OBJECTS and BAD IS DOWN; it implies cruelty
them and emotional damage (frustration)
Collocation: dash someone’s UNDERGOER: hope, expectation, dream, effort, prospect,
hopes spirits (restricted set of collocates)

Table 4: Integrating dash MWEs in a motivated semantic network
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The descriptions of conceptual motivation in Table 3 and Table 4 can be used not only
to position MWEs inside the entries, but also to systematically incorporate a new type
of information in electronic entries. What is proposed in this respect is to create short
and simplified notes about how MWEs are connected to the motivating meaning and
include them in definitions and/or in awareness-raising notes. For example, the use of
the word “movers” in the definition of crawl with something/someone (Table 3, LU2)
is a clue to its link to the literal motion LU1; similar is the function of the parallel use
of adverbs (“quickly”, “violently”) in the definitions in Table 4. As regards awareness-
raising notes, they can have the form of hyperlinked notes that explain the underlying
motivation of MWEs. The relevant information in Table 3 and Table 4 should be
expressed in a simplified manner following the example set by MEDAL’s metaphor
boxes. For instance, complementing MLDs’ quite similar definitions of make someone’s
skin/flesh/scalp crawl (see Table 1) with a note on the experiential grounding of the
idiom schema (see Table 3) would facilitate learners’ understanding and recall.
Enriching learners’ dictionaries with cognitive information is expected to have positive
effects on L2 vocabulary learning (see e.g. Yang & Wei 2015), but more user studies
are needed to firmly support this.

5. Conclusion

Situated within the framework of "cognitive lexicography" (Ostermann, 2015), this
paper has explored the relevance of cognitive approaches, namely Frame Semantics and
the Conceptual Metaphor and Metonymy Theory, to the lexicographic treatment of
MWESs. A review of two entries in the online versions of the "Big Five" MLDs has
revealed the need for a rational organising framework that could help users (learners)
make sense of the rich corpus-derived information on MWEs (including variant forms,
illustrative examples, implications and usage constraints). In reconstructing the skeletal
structure of the sample entries, we have demonstrated the motivation of different types
of MWEs and their link to the rest of the LUs. This conceptual information can be
reflected in various elements of the microstructure — frame-based signposts, tiered
structure, points of access through menus and related sense divisions, clues in
definitions and notes — to show the relation between the unit (meaning) and its
components (form). This suggestion can complement cognitively oriented
macrostructural practices like MEDAL’s “metaphor boxes” and make a step towards
treating MWESs holistically within motivated semantic networks.

In “post-editing lexicography”, where lexicographically relevant information can
automatically be extracted from corpora and drafted in preliminary entries, organising
single-word and multi-word LUs in a coherent and principled manner still seems to be
one of the most challenging tasks. As relevant lexical databases like Framenet and
MetaNet develop further, they could be integrated into the editorial workflow and more
ways to channel cognitive linguistic insights into MLDs could be devised.
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Abstract

Users of highly inflectional languages expect dictionaries to provide clear inflectional
information so that the creation or use of a given form does not generate additional problems.
The development of technologies and tools for machine language processing has naturally made
contemporary inflectional dictionaries advanced electronic works that contain tools for the
individualisation of their content in line with users’ needs. The main concern of this article is
the influence of the grammatical properties of language units on lexicographic description, in
particular the structure of a dictionary entry. This issue will be discussed with reference to
Verbel. The Inflectional Dictionary of Polish Verbal Phrases, which is an electronic dictionary
listing over 5,000 multi-word units, giving all their paradigmatic forms directly. Although it is
a specialist study providing a formal description of units, thanks to the proper structure of
entries it is possible to be used also by non-specialists. The opportunity of choosing the scope
of lexicographic information in the Verbel dictionary is guaranteed by a two-stage scheme of
the entry which consists of a general and detailed description of units.

Keywords: multi-word units; inflection; dictionary; e-lexicography

1. Introduction

The subject under scrutiny is the part of lexicographic description which reports on
the grammatical, mainly inflectional, information about a unit. It is assumed that
language units are differentiated on the basis of their semantic and grammatical
features, thus they can also be discontinuous (cf. Baldwin and Kim, 2010; Bogustawski,
1976; Mel’¢uk, 2006; Mel’¢uk & Zholkovsky, 1984; Sag et al., 2002). Regardless of their
formal structure, however, they should be uniformly described. The position advocated
in this study is that multi-word units of language should be accompanied by an equally
detailed, precise and consistent inflectional description as lexemes. For this reason, a
rigorous, algorithmic model will be applied to provide such a description in Verbel. The
Inflectional Dictionary of Polish Verbal Phrases (Kosek et al., 2020).

The idea of grammatical dictionaries providing all paradigmatic forms of a unit is
particularly important and useful for inflected languages, such as Polish and other
Slavic languages. One can find a few methodological models that make it possible to
describe units of language in an adequately detailed and precise manner and have been
used in dictionaries. The Grammatical Dictionary of Russian (Rus. lpammamuyeckudi
cnosaps pycckozo A3bika) by Andriey Zaliznyak (1977) is one of the first dictionaries of
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this type. Zaliznyak’s approach was highly innovative in dispensing with the construct
of the morpheme and putting the notion of the paradigm in the spotlight, heralding
the rise of ‘word-and-paradigm’ and other realisational theories in morphology (losad
and others 2018: 176). Zaliznyak's morphological model consists in constructing
paradigm forms from an abstract lexeme representation using rewrite rules. The
dictionary contains about 100,000 units of language with their grammatical
characteristics presented by symbols and listed in a tergo order (Fig. 1).

& (o, Mo-x0): la—45; b, 1d—46; 1*a—47; 1d, é—49 | mu. {c...>—55 ECJIA
nojJIHNana Mo-xo la pajraana X la
npwaMnana Mo-xo la (Hasasdusoul Hzabéana x la

qen06er) Kakaséina Xk la
opdna x la Kapaséina X la
wndsa x la 1-2yopénna x la
ofupana mo-xko la cepagénna ¥ la
3agMpina Mo-xko la razémaa X la
obpupana Mo-xko la nyibuHHéLIa Mo (ko la)
oGxkupana mo-xo la Kanéaia X la
Mapcana x lb— xnopénsia x la
cycana MH. {c lad TapauTénia ¥ la
nojMerana Mo-¥ko la MHLEéNIa X la
wenrand x 1b— papuénna X la
xana x la pa X la
H3HaYaIa H cHBwaa o la
cneproHayiia H cabapiana x la
CHaudna H XoHApAINa X la
waad x lb— nepimia x la
BOGaa xo la (wusan); coupiana x la
® la (kax nuwa) ropwiaa Ko la
Hraa x Id cegcaia K la
mraa x 1b, P.mu. nem Gawiana xo J x, la
noaymrad x  1b, P.mu. nem wHHWHAAA Ko la  (3sepex);
noberd H K® la (eeo mex)
noaaéaa § 1 6yana x la
oména XK Fa myand mo (xo lbd>, P.amnu.
crpend x M 3ampyon.
créna X la napibosa x la
dedéna xo la 1-2rynépBona x la
nyeaa xo 1d, é poroaa H
sanpaeBuia Mo {xo lad cnHgona x  la
3gopoBiaa Mo (ko lad MaHgéna X la
Morwia X la ‘tapangbna xk la
3aBojmna Mo-xo la " roHgona x la
yauad Mu. <c 1bd cropéna x la [J cronén]
3yamiaa Mo-xo la aapBednra X la
q}mr’ma Mo-x0 la posedaa X la
®wna x  la (xposenocuoul co- apedna x la
cyd; Maccug 20pHoil sogda x 1d
nopodet) Babma x la

Figure 1. Entries from The Grammatical Dictionary of Russian (Rus. lpammamuueckudi

cno8apsb pycckozo A3bika) by A. Zaliznyak (1977)

Paradigms can also be shown precisely by illustrative tables. This way of data
presentation is used in grammatical dictionaries of verbal units of French (Bescherelle,
1978) or Polish (Saloni, 2007). All verbs are arranged in groups distinguished on the
basis of their morphological structure and inflectional properties. A total of 106
patterns were identified following in-depth and detailed analyses of the Polish
conjugation. The paradigm of each pattern is presented with an example verb in a
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table. Thanks to proper presentation of the formal structure of a given verb and
detailed instructions of recognising the morphological verb pattern the user can inflect
other verbs belonging to the same group even not noted in the dictionary (Fig. 2).

96 (prze)spaé

TRYB OZNAJMUJACY . TRYB ROZKAZUJACY
Czas terazniejszy™™ / przyszty ™ Ip [20s[$pij |
) N = o i 108 épijmyJ
1.0s. | SPI§ 1.0s. | SpImMy 2.0s. | $piicie
s‘piszj 2.0s. | $picie P
s sp E“* Spig TRYB WARUNKOWY
Czas przeszly Ip
Ip - S [m ] spaf][bym T[ies]
| m |spat(e)|m | 1os. 2 |spafa/|by$ |20s.
| 2| spata|$ |20s | 'n |spafol[by [acs|
| n| spato| |3os. pe T o T
- [ &prey TETER ‘mo| spali [bysmy i
mo| spali zmyi& Iomo| spaty |byscie | 2s |
mo| spaty| >0'C | 2% by [ses]
T 19
bezosobnik: spano bezosobnik: spano by
Czas przyszly™
o : . Bezokolicznik: spaé
|10s. [bede | | m [spat
205, | bedziesz | | 2 spafa spa Imiestow przystowkowy
[30s.|bedzie | | spalo] | wspiczesny™: $piac
Im uprzedni®: przespawszy
| 10s. | bedziemy | mospali 1
20s. | bedziecie | } / spaé
s bedg | PR/ T
FORMY DEKLINACYJNE
Imiestéw przymiotnikowy czynny™*: $piacy, ...
Imiestow przymiotnikowy bierny: przespany, ..., przespani, ...
Odstownik: spanie, ...

Figure 2. A table from The Polish Verb. Inflection, Dictionary of 12,000 lexemes (P1.
Czasownik polski. Odmiana, stownik 12,000 czasownikéw) of Z. Saloni (2001)

The development of electronic dictionaries gives an obvious opportunity to note the
paradigms of all units directly (in extenso). However, the lexicographic description
should present the nature of each unit in all its inflectional complexity. Tools to
construct an appropriately precise scheme to provide the inflectional information of
Polish units are included in the concept of a morphological description, proposed by
Janusz S. Bien and Zygmunt Saloni (1982). The methodological perspective adopted
by the authors proved to be effective in the case of lexemes, which was confirmed by
The Grammatical Dictionary of Polish (Pl. SGJP; Saloni et al., 2015), which contains
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descriptions of over 300,000 Polish units. This theoretical model has proven successful
in machine processing as well, being used in the morphosyntactic marking of the
National Corpus of Polish (Pl. NKJP; Przepiorkowski et al., 2012). However, it should
be emphasised that it concerns lexemes. Since multi-word units require an equally
detailed and rigorous description, as mentioned above, it has been decided to implement
the model in the inflectional dictionary of Polish verbal phrases.

In this paper, terms such as “phrase”, “phraseologism” and “multi-word units” are
applied to refer to discontinuous units of language. Verbal units of this type can be
defined as connections of at least two words that perform the function of the centre of
the sentence, similarly to verbal lexemes. Because of the degree of unification of unit
components, the possibility of replacing some of them and resultant changes of meaning,
one can distinguish idioms, light verb constructions, and collocations among them.
However, in this study we do not consider differences between the mentioned semantic
types of verbal multi-word units but focus on inflected and morphosyntactic features
and their influence on the structure of a dictionary entry. Still, we discuss morphological
types of Polish multi-word units as well as the basis of the theoretical model used in
the Verbel dictionary. The key terms it comprises are a morphological word, a
paradigmatic word, a flexeme and a vocabula, and they reflect the multi-step procedure
of a comprehensive grammatical description of language units.

2. Description model

A morphological word is defined here as a sequence of letters (graphemic shape;
signifiant) interpreted grammatically and semantically (signifié). It is a complete
linguistic sign. Its grammatical properties are determined on the basis of morphological
features of each type of word — nouns, verbs, adjectives etc. Apart from traditional
morphological categories, such as case, number, gender, and person, the register of
morphological words also includes non-traditional categories, resulting from detailed
inflectional description. These include, inter alia, such categories as agglutination and
vocalism, both connected to each other and with inflection by person. Agglutination is
a grammatical feature noted in the past tense inflection. The person-number morpheme
(of the 1st or 2nd person) usually appears immediately after a verbal stem, forming
one word in textual form: robil-em (‘I did’ masc.), robit-e$ (‘you did’ masc.), robili-
$my (‘we did’ masculine personal), robili-$cie (‘you did’ pl. masculine personal). Still,
these morphemes can be torn off the verb stem and glued to another word in a sentence,
e.g.. Blat miale§ - Blate§ mial. (‘You had a tabletop’). There are syntactic
constructions where this kind of operation is required, such as in some dependency
sentence phrases: Jan chcial, Zeby$my poszli na spacer. - * Jan chcial, zeby poszlismy
na spacer (‘Jan wanted us to go for a walk’).

The vocalism category is also observed in the past tense. The shape of the agglutination
morpheme depends on the ending of the verb stem. If the stem ends in a consonant,
like in masculine forms, e.g. robil (‘he did’), the agglutination morpheme becomes vocal:
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robitem (‘I did” masc; the first-person is created by adding the agglutination morpheme
to the past verb stem). If the verb stem ends in a vowel (as it is in non-masculine
forms), the agglutination morpheme becomes non-vocal, e.g. robitam (‘I did’ fem.),
robity$my (‘we did’ non-masculine). When generating Polish verb forms, all such subtle
morphological features must be taken into account.

Polish verbal morphological words are heterogeneous. They cannot be classified by the
same morphological categories. Apart from formal signs, they differ in semantic
identification. The full paradigm of the verb includes verbal adjectives (participles) and
nouns, i.e. forms that are inflected by cases, in addition to forms inflected by person
and number. Furthermore, conjugation forms are subject to morphological categories
to varying degrees — for example, the category of genus is manifested in the past tense
(robit ‘he did’, robifa ‘she did’), the conditional mood (zrobitbym ‘I would do’ masc.,
zrobitabym ‘I would do’ fem.), and certain complex future forms (bede robil ‘I will be
doing’ masc., bede robifa ‘I will be doing’ fem.). In the case of other verb forms, gender
neutralisation can be noted. Among verbal paradigmatic forms there are also those
that cannot be assigned any other grammatical category than aspect, these are:
infinitive, adverbial participles, impersonal forms (Pl. bezosobnik, forms with -no, -to),
e.g. robic¢ ‘to do’, robigc ‘doing’, robiono ‘it was done.” This prompts us to classify them
into groups that fall under the same morphological categories. We call sets of forms
differentiated on the basis of the same morphological categories flexemes or
paradigmatic words.

The level of complexity of the Polish conjugation system calls for a special treatment.
The paradigm of verbal units consists of various types of paradigmatic words (non-past
and past forms, participles, conditional forms, imperative, etc.), which form separate
sub-paradigms. For example, flexemes of the past tense are inflected by person, number,
gender, while non-past forms (present and future simple tense) and imperative — by
person and number. The theoretical problem related to consistent morphosyntactic
description of verbal units is closely related to the number of flexemes belonging to a
given unit, and thus to the multitude and variety of inflectional forms. In the case of
verbal units, it is a systemic phenomenon, which ultimately determines the architecture
of a dictionary entry which becomes a super-class — a vocabula. A vocabula, i.e. a
dictionary entry, groups paradigmatic words with the same semantic root, so it consists
of various types of flexemes characterised by different morphological features. Verbs
with regular inflection patterns (full paradigm) encompass 8 or 10 flexemes (depending
on the aspect).

This multistage procedure provides the basis for both the description of abstract
language units and their textual realisations, at the same time providing tools for
separate levels of linguistic description. This type of research perspective seems to be
particularly helpful in machine language processing.
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3. The specificity of verbal multi-word units

It should be noted that the paradigm of verbal multi-word units depends on their
morphosyntactic properties as well as morphological structure. They differ in both
internal syntax (mutual relations of multi-word unit components) and external syntax
(matching and requirements with regard to other sentence elements; cf. Lewicki, 1986).
Based on their morphosyntactic features, one can distinguish three types of Polish
multi-word units. Thus, there are phrases (type 1) which are characterised by an open
position for the subject in the nominative, {ktos} zbija baki (lit. {someonexom} is
shooting herons, ‘someone is getting lazy’), {ktos} przypina komus latke, (lit.
{someonexon} is sticking a patch on someone else, ‘someone is attributing a negative
feature or behaviour to someone else’). In contrast, other phrases do not open up a
position for the nominative argument (type 2). This position is permanently filled in
lexically, for example, oczynxom wychodzq {komus} na wierzch (lit. {someone’s} eyesnom
go to the surface, ‘someone is really surprised’), wlosnom {komus} z glowy nie spadnie
(lit. not a hairvem will fall off {someone’s} head, ‘someone will be safe’). The third
group of phrases does not show any collocability with the nominative argument, which
is why it is characterised by a very limited paradigm, e.g.: {komuspa} pada na mdzg
(lit. it falls on {someone’sps} brain, ‘someone acts irrationally’), {komuspa} przybywa
na wadze (lit. {someonep.} has more on the scales, ‘someone is putting on weight’),
{komusp.} brak pigtej klepki (lit. someoneps lacks the fifth plank, ‘someone is crazy’ ).
A unit’s belonging to a given type determines its inflectional paradigm. Vocabulas of
the first type can potentially have a full inflectional paradigm, with any limitations
resulting from their semantic features (meaning). The second and third type units show
numerous limitations in terms of variation by categories of person and number.

From an essentially morphological point of view verbal multi-word units can be divided
into two groups: verbs and predicates. Both types differ in their formal structure and
the scope of inflectional forms. The VERB class includes mainly phrases based on the
inflective verb with a potentially regular inflection paradigm, such as: {ktos} dzwoni
zebami (lit. {someone} rings their teeth, ‘someone feels cold’), {ktos} pada komus do
ndg (lit. {someone} falls down to someone else’s feet, ‘someone shows their respect
towards someone else’), as well as {komusps} dzwoni w wuszach (lit. it rings in
{someone’sp.} ears, ‘someone has tinnitus’), {komusp.} pada na mdzg (lit. it falls on
{someone’sp.} brain, ‘someone acts irrationally’).

The PRED class consists of units whose verbal component belongs to (primarily)
defective verbs, which do not inflect by person and number, only by mode and tense

! This type of property is a characteristic feature of inflectional languages, such as Polish, as
can be seen in the provided translations. Syntactic complexity, as a result of which the
logical subject of the sentence is not expressed in the nominative case but in the dependent
case, can only be rendered using literal translation. Equivalent units in English retain the
typical canonical syntactic structure in which the subject, performer, or person affected by
the state is expressed grammatically in the nominative form.
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categories, for example mozna, nalezy, trzeba (‘can,’ ‘should,” ‘need to’). In grammar
studies they are called "modal verbs". As in the case of lexemes, the share of predicative
multi-word units in the total number of phrases listed in the dictionary is little. Among
over 5,000, only 12 are PRED entries, e.g. {komus/czemus} mozna wszystkie Zebra
policzyé (lit. one can count {someone’s/something’s} ribs, ‘someone/something is thin’),
{komus} brak stéw (lit. {someonep.} lacks words, ‘someone does not know what to

say’).

All detailed information about units’ paradigms and their limitations are marked at
the formal level in graphs.

4. Verbel. The Inflection Dictionary of Verbal Phraseological

Units

The theoretical model mentioned in section 2 shows particular steps of language
description: from the level of text realisation and interpretation (morphological words),
through grouping forms according to their morphosyntactic features (flexemes), to the
mental abstractive level in the form of units of language (vocabulas). Therefore, it was
decided to implement it in electronic inflectional dictionary of verbal multi-word units.
Verbel is a digitally born dictionary. Its purpose is to give a full paradigmatic
description of multi-word units. It is not the only dictionary of this kind. Verbel
originates from works related to the description of Polish multi-word units for the
purpose of an in-depth analysis of Polish texts and is a continuation of the SEJF
dictionary (The Grammatical Lexicon of Polish Multi-Word Expressions), which is a
lexical resource of Polish nominal, adjectival and adverbial multi-word expressions,
consisting of about 4,700 multi-word units (Czerepowicka, 2014; Czerepowicka &
Savary, 2018). However, the level of complexity of the Polish conjugation system calls
for special treatment of verbal words. It turns out to be incompatible with the model
used in the SEJF, which is simpler and the entry’s structure is flat. Consequently, a
lexicographic description required a significant reconstruction, which determined the
final hierarchical structure of the entry in the Verbel dictionary. Since the lexicographic
information reflects levels of linguistic description, the dictionary can be applicable in
NLP of Polish, such as deep mechanisms of language processing or multi-word units’
identification in text. Although it has been compiled with machine processing in mind,
it can be useful also for human users.

The dictionary contains over 5,000 verbal multi-word different units, both syntactically
and morphologically. The distribution of dictionary entries, including their types
mentioned in Section 3, is shown in Table 1. The complexity of the unit’s paradigm
depends, inter alia, on which group the unit belongs to.
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Units
1% type 4770
21 type 289
3 type 55
Total 5,114

Table 1. Distribution of verbal types in the Verbel dictionary
4.1 The structure of a unit

The basic unit in the dictionary is a vocabula, i.e. a unit from the highest level of
morphological description. Phraseologisms are listed in the 3rd person singular in the
non-past tense if it exists, such as: {ktos$/cos} dolewa oliwy do ognia, (lit.
{someone/something} is adding oil to the fire, ‘someone/something is adding fuel to
the fire’; {cos} bierze w leb (lit. {something} is taking to the head, ‘something, like a
plan, is unsuccessful’) — imperf; {ktos/cos} doleje oliwy do ognia lit.
{someone/something} will add oil to the fire, ‘someone/something will add fuel to the
fire’); {cos} wezZmie w leb (lit. {something} will take to the head, ‘something, like a plan,
will become unsuccessful’) — perf.

In line with the Polish lexicographic tradition verbal units should be recorded in the
infinitive form. However, there are important reasons to deviate from the known path.
The 3rd person form shows the unit in its natural syntactic and semantic context. It
also helps to identify a conjugation group, which can be especially useful for human
users of the dictionary. This method of lemmatisation was postulated in specialised
descriptions (cf. Tokarski, 1973) and has been used in a few Polish dictionaries (cf.
Bogustawski & Garnysz-Koztowska, 1979; Bogustawski & Wawrzynczyk, 1993;
Bogustawski & Danielewiczowa, 2005; Dunaj, 1996).

Beside the type of the unit, each entry gives general and detailed information on the
unit. The entry is characterised by an appropriate structure comprised of stages of each
units’ description, see Fig. 3.

General and detailed information is grouped into particular tabs in the application:
general information about the unit on the vocabula level (OPIS OGOLNY HASEA, lit.
‘general description of an entry’), detailed inflectional information understood as
pointing to the main flexeme and a list of all of them (OPIS JEDNOSTKI, lit. ‘description
of a unit’), a formal description of sub-paradigms in the form of graphs (OPIS ODMIANY
FLEKSEMU, lit. ’description of the flexeme’s inflection’), forms of particular flexemes
(FORMY FLEKSEMU, lit. ‘forms of flexeme’) and paradigms of individual units
(WSZYSTKIE FORMY JEDNOSTKI, lit. ‘all forms of the unit’).
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forms
forms
flexeme forms

forms
forms

flexeme forms

forms

main flexeme flexeme forms

vocabula

forms

flexeme forms

forms

flexeme form

Figure 3. A scheme for the structure of an entry in the Verbel dictionary

4.2 A general description of the unit

At the initial stage of description, each multi-word verbal unit is assigned to one of two
morphological types of vocabulas: verbs (VERB) or predicates (PRED).

In addition to assigning units to a grammatical class, the value of the aspect of
phraseologisms is noted — perfective (perf) or imperfective (imperf). The unit’s aspect
equivalents, if any were determined, are also included here. What is more, this element
of an entry presents general descriptive information about the paradigm (F), e.g. full,
in the case of defective paradigm, and the types of excluded inflections are provided. It
includes other general data about the unit, e.g. possible non-verb variants (W),
pragmatic information (P), normative information (N), supplementary grammatical
information (G), examples (Np.) and selectively the meaning of the described units:

{ktos} nabiera rumiericéw somebody blushes

F: pelny paradygmat F: full paradigm

W: cery, koloréw W: lit. complexion, colours

P: tryb rozkazujacy w funkcjach wtornych P: imperative in secondary functions

(a wish, a threat)
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Examples included in entries come from original texts — from NKJP and the resources
of the Polish Internet. The shape of a typical entry is shown in Figure 4:

| £ | Werbostaw - przegladarka

Stownik Eksportuj Opcje Widok Pomoc Ii menu stages of description
| © Opis ogdiny hasla O Opis jednostki O Opis odmiany fleksemu O Formy fleksemu O Wszystkie formy jednostk

Postac jednostki
ktos nabierze ciata

I kto$ moze sig wypchad - Klasa jednostki: VERE Aspekt jednostki: perf
I ktos moze sobie na cos poz Komentarze:

I ktos mdwi do kogos jak do & . z ; y

i ktos mowi whasnym glosem F.'pehl}l paradygmat;
I ktog mawi z kims jednym gl W: wagi;

I ktos mdwi 2 kimé rdznymi je: Np - W mbodosci byt chudy jak wylkorzyknik, z wieldem nabrat ciata (NKITP)
I ktog mowi z kims tym samyn
I ktog muruje kamien wegieln
I ktos musi sie z czyms przesg
I ktos mydli komus oczy

I ktos myli slad . ;
I ktos mysli o niebieskich mige the list of units

I ktof nabiera data an aspect equivalent
I ktos nabiera kogos na plew:
I ktos nabiera rumiercdw

i ktos nabiera wiatru w Zagle s
] ktos nabiera wody w usta Odpouiedriki |

Saukaj: Ih nabierat data

properties of the unit

i1 ktog nabierze kogos na plew
i ktog nabierze rumiercow -
I ktos nabierze wistruw zagk | | |nabierac na plewy

Figure 4. The general description of an entry in the Verbel dictionary

Odpowiednik / odpowiedniki aspektowe

Descriptive information about the unit gives an idea of its properties and meaning,
additionally illustrating its use in a sentence. This part of the application roughly
coincides with the traditional lexicographic description and is advantageous for the
human user.

4.3 Inflectional information

The following tabs contain more formal inflectional and paradigmatic description of
the unit. The next step is to indicate the form of the main flexeme and grammatical
characteristics of each component of the multi-word unit. The main flexeme is provided
in the infinitive form of the verbal component along with all the lexical parts of the
unit, excluding open positions marked with the pronouns someone, something, e.g. miec¢
rece pelne roboty (lit. to have hands full of work ‘to be busy’), dolaé oliwy do ognia (lit.
to add oil to the fire, ‘to add fuel to the fire’), pomdc jak umartemu kadzidlo (lit. to
help like the incense helps the dead, ‘to be of no help at all’). The choice of the infinitive
for the base form (main flexeme) was determined by the way forms are created in the
dictionary application. They are obtained on the basis of the infinitive form in the
morphological generator Morfeusz used in the dictionary (see Wolinski, 2014).

Grammatical description of individual components consists of lemmatization and
indicating an appropriate morphosyntactic tag. The dictionary provides rudimentary
information on the internal syntax of the unit, e.g. by pointing out its main segment —
head (Glowa), see Figure 5.
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Klasa jednostki: VERE
Forma gldwnego fleksemu: nabierac ciata

Opis cztondw podstawowe] formy jednostk

5 Czhon Lemat Tag Odmienny Glowa
1|nabierac nabierac infiimperf o
2 sp
3|ciata dafo subst:sgigen:n:ncol

grammatical characteristics of segments

‘\Wybierz flieksemy nalezace do jednosthi:

Gt Kiasa s wie| eeat Lista nazwanych zestawdw grafdw:

cond nabieratby dafa | JIVC-ON_M_cond_Vi-N

condiagl nabierac ciata i MAGN 1 leks.

fin nabiera cala ~| JIVC-O_N_fin_vi ifAdy 1leks.

fut bedzie nabierat data ~/| [I[vC-0_O_N_fut viN -M-conj- 2 leks.

futinf bedzie nabieraé dafa ~| [[VEN_O_N_futinf... i-NInf 3 leks,

futhagl nabierac cata NN 41 leks,

ger nabieranie dala HiMum 1 leks. it : .
the list | imps nabierano dafa | [} ve4 M nfin_ Vi . information
of flexemes impsCond  |nabierano by ciala | |} VC-O_NNN_impsC. .. about graphs

impt nabieraj cata | JIVC-0_N_fin_vi-p

W |inf nabierac ciata | JIVC-N_M_nfin_vi-d

pact nabierajacy ciala

pant nabierac ciata

pcon nabierajac dats | JIVC-N_M_nfin_vi

Dpas nabierany cafa

pract nabierat ciala | JIVC-0_M_praet_Vi-N

practaglt nabierac ciata

practiagl nabierac ciata

Figure 5. A part of the description of a unit in the Verbel dictionary

Then, specific types of flexemes are assigned to each entry. Their number is determined
by the value of aspect and specific inflectional features of the unit. For instance, full
paradigm imperfective units contain 10 types of paradigmatic words, perfective ones —
8. This tab is crucial for the structure of the entry in the dictionary, as it contains a
list of all the flexemes belonging to a given unit, see Figure 5.

4.4 Formal description

Generation of the forms of individual flexemes in the dictionary is based on graphs (cf.
Marciniak et al. 2011). The relation of a graph to a flexeme is one-sided: each flexeme,
regardless of the complexity of its forms, is attached to exactly one graph, but one
graph can be assigned to many flexemes which consist of the same number of segments
and have the same set of forms. The invariance of units (especially visible in the forms
of the past tense, future compound tense, and the conditional mood) is recorded in the
form of successive paths in the graph (see Fig. 6). For the purpose of describing over
5,000 phraseological units, 818 individual graphs were created. They contain
information about inflectional categories and aspects. The markers of grammatical
categories and their values follow the tagset of NKJP.
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nabierat

<$1:Gen=3g=m1;Nb=Sn=sg>

—

<Gen=$g;Nb=$n;Asp=$1.Asp>

nabierat <byc:aglt:Nb=8n;Pers:$p=pri;Asp=imperf;Vocal=wok>

<81:Gen=3g=m1;Nb=Sn=pl> <Pers=$p>

<Gen=$g;Nb=$n;Asp=$1.Asp:
nabierat

<byc:aglt:Nb=8n;Pers:$p=sec;Asp=imperf;Vocal=wok>

<81:Gen=$g=m2,Nb=8n=sg> <Pers=$p>

<Gen=$g;Nb=$n;Asp=$1.Asp>

nabierat

<$1:Gen=$g=m2;Nb=$n=pl>

<Gel iNb=$n;Asp=$1.Asp>
n=$g miAse P <byc:aglt:Nb=$n;Pers:$p=pri;Asp=imperf;Vocal=nwok>

nabierat

<Pers=$p>
<$1:Gen=$g=m3;Nb=8n=sg>

<Gen=$g;Nb=$n;Asp=$1.Asp>

nabierat

<byc:aglt:Nb=$n;Pers:$p=sec;Asp=imperf;Vocal=nwok>

<81:Gen=$g=m3;Nb=Sn=pl>

<Pers=$p>
<Gen=$g;Nb=$n;Asp=$1.Asp>

nabierat

<$1:Gen=8g=f;Nb=$n>
<Gen=$g;Nb=$n;Asp=$1.Asp>

nabierat

‘1 <$1:Gen=8g=n;Nb=$n=sg> <Pers=ter>

<Gen=$g;Nb=$n;Asp=$1.Asp>

nabierat

‘ <$1:Gen=8g=n;Nb=$n=pl>

<Gen=$g;Nb=$n;Asp=$1.Asp>

Figure 6. An example of the graph of a past tense flexeme

The graph above presents one of the most complex flexemes — of the past tense. The
multitude of paths in the graph is dictated by the complex morphological structure of
this type of form. When generating them, several morphosyntactic parameters should
be taken into account at the same time, such as person, gender, and vocalism.

Graphs can be grouped into sets on the basis of their morphological and syntactic
features. The same set of graphs is assigned to phraseologisms with a similar formal
structure and with exactly the same inflectional paradigm. Each set contains a list of
flexemes belonging to the unit along with graphs assigned to individual flexemes (Fig.7).

alist
of graph sets

Lista nazwanych zestawdw grafdw: Dane o zestawie grafow:
Vi-N jest przypisany m in do- kto$ / co$ bije (wszelkie) rekordy czegos.
i-NA 13 leks, S .. GE, . ! . =
INAGIN 1leks, Ten zestaw grafow przypisuje grafy do fleksemow danej klasy w nastepujacy sposob:
NAdv 1leks. nf  VC-N_N ofin Vi-N
iN-conjN 2 leks. & i-N
HIF 3 leks, poet: NCOMN prea VN
AN 41 leks. fat  VC-O_O_N_fut_Vi-N contents
=N 1leks. bl | F -N N i-IN
NN 1l imps  VC-N N sfin Vi-N ota Brabhiast

peon  VC-N_N_nfin Vi-N

futlnf  VC-N_O_N_futlef Vi N

impt  VC-O_N_fin_Vi-N

fn  VC-O N fin Vi-N

cond  VC-ON_N_cond ViN
impsCond VC-O_NNN_impsCond_Vi-N

Figure 7. A list of graphs belonging to a Vp-N set

211



Proceedings of eLex 2021

There is a total of 504 graph sets in Verbel. Grouping sets allows one to draw
conclusions regarding the number of particular syntactic-morphological types of Polish
multi-word units. Almost 30% of graph sets concern regular paradigms with a complete
set of forms, a vast majority of which belong to imperfective units. Sets that support
the greatest number of units have prepositional-nominal or one nominal complement.
Respectively, they are attributed to 827 and 768 from over 5000 units. However, a
significant part of the sets is needed to create the forms of incomplete, defective
paradigms. There are more than 100 sets belonging to single, individual units, such as:
{ktos} przewraca sie w grobie ({somebody} turns (over) in (one’s) grave), {ktos} zjadlby
konia z kopytami ({somebody} could eat a horse including its hooves), {ktos} nie dalby
za {cos} zlamanego grosza ({somebody} doesn’t give | won’t give single penny for
{something}).

4.5 A full paradigm

On the basis of graphs, the application generates forms of individual flexemes which
constitute separate sub-paradigms. In turn, a set of all sub-paradigms constitutes a
complete paradigm of the unit. It is a list of all forms of the unit together with a
morphosyntactic tag (Fig. 8).

5. Conclusions

Obtaining a full paradigm of a given multi-word unit in the Verbel dictionary takes
place gradually according to the principle from general to particular, i.e. from general
descriptive information about the unit to a list of all its forms (morphological words)
with the inflectional characteristics assigned to them. It seems that the data provided
at the initial stage (general information about the variant, data about the value of
aspect, presence of an aspect equivalent, the meaning and examples) and the final stage
(all inflectional forms of the unit) constitute a sufficient lexicographic description.

Placing individual types of information in separate dictionary tabs gives the user the
freedom to apply it. It is very likely that an average user will be satisfied with the
general description, and perhaps they will also look at the list of forms. On the other
hand, a specialist — a linguist, lexicographer, computer scientist — will be curious about
various stages of the description and technical ways of their presentation. Although the
dictionary contains detailed information described according to a specialised linguistic
model, its basic use does not require extensive specialist knowledge. Tabs containing
details of the formal description can be omitted without losing the functionality of the
dictionary.
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2| Werbostaw - przegladarka
Stownik Eksportuj Opcje Widok Pomoc

O Opis ogdiny hasta O Opis jednostkd O Opis odmiany fleksemu O Formy fleksemu @ Wszystkie formy jednostki

Aeliemdat B sk b nibirad ciale T Bt nabicrad cl bz prempoit
I3 nabiers ciata bedriesz nabicraé ciala [ bedzie nabieraé cialfaflnfsgsecimpert

bedzie nabiera¢ ciala 0 bedzie nabiera¢ cialafutlnfsgterimperf

I nabierajac data s TS 3 FATI Fs

Il nabieraj ciata bedziemy nabierac ciala [ bedzie nabierac cialafutInfplpriimperf

% Leniithig bedziecie nabiera ciala [ bedzie nabieraé cialafitlnfptsecimperf

I nabierano by ciafa beda nabierac ciata [ bedzie nabiera ciatafutInfplterimperf

[E nabierano data bede nabierat ciala [ bedzie nabierat ciatafutsgm ] priimperf

bede nabierala ciala [ bedzie nabieral ciatafut:sgfpriimperf
bedziesz nabierat ciala [ bedzie nabieral cialafutsgm]1:secimperf
bedziesz nabierat ciala [ bedzie nabieral cialafut:sgm2:secimperf
bedziesz nabierat ciala [ bedzie nabierat ciatafutsg-m3secimperf
bedziesz nabierala ciala [ bedzie nabieral cialafut:sgfsecimperf
bedzie nabierat ciata [ bedzie nabieral ciatafutsg-m] terimperf
bedzie nabieral ciata [ bedzie nabieral cialafut:sg-m2terimperf
bedzie nabieral ciala [ bedzie nabieral cialafut-sg-m3terimperf
bedzie nabierala ciala [ bedzie nabierat ciatafutsgfterimpert
bedzie nabieralo ciala [ bedzie nabierat cialafut:sgnterimperf
bedziemy nabierali ciata [ bedzie nabierat cialafutplm1-priimperf
bedziemy nabieraly ciala [ bedzie nabierat ciatafutplfpriimperf
bedziecie nabierali ciata [ bedzie nabierat ciatafut:plm1:secimperf
bedriecie nabieraly ciala [ bedzie nabieral ciatafitplm2-secimperf
bedziecie nabieraly ciala [ bedzie nabieral cialafutplm3:secimperf
bedziecie nabieraly ciata 0 bedzie nabierat ciatafutplfsecimperf
bedziecie nabieraly cialta [ bedzie nabieral cialafutpln-secimperf
beda nabierali ciala [ bedzie nabieral cialafutplm] terimperf
beda nabieraly ciala [ bedzie nabierat ciatafiut-plm2terimperf
beda nabieraly ciala [ bedzie nabieral ciatafut-plm3terimperf
beda nabieraly ciata [ bedzie nabierat ciatafur-plfterimperf

beda nabieraly ciala [ bedzie nabieral cialafut-plnterimperf
nabieram ciata [ nabiera cialafinsgpriimperf

nabierasz ciala [ nabiera cialafin'sgsecimperf

nabiera ciala [ nabiera cialafinsgterimperf

nabieramy ciala [ nabiera cialafinplpritmperf

nabieracie ciala [ nabiera cialafin-plsecimperf

Figure 8. A full paradigm of the unit {ktos} nabiera ciala (lit. {someone} gets a body, ‘some-
one puts on weight’)

In this regard, the dictionary may be useful for an average user, not a specialist,
especially since the transition from a general description to a full paradigm does not
require going through all the description steps in a sequence. Intermediate stages may
prove interesting for researchers who focus on describing natural language in a formal
manner. In this sense, the dictionary can reach a wide audience. Perhaps it is far from
a particularly user-friendly dictionary, and to become one it needs an appropriate
interface. Currently, it is an offline resource, and taking into account the expectations
of users and technological development the web version would be of greater value.
However, these are purely technical conditions. When it comes to the lexicographic
layer, the dictionary contains data that is appropriately organised to be a resource for
a wide audience.

Since each single form carries a label that includes the name of the base flexeme and
its grammatical characteristics (see Figure 8), the data contained in the Verbel
dictionary can be useful in marking multi-word units in other linguistic tools: text
corpora and treebanks, especially because the morphosyntactic marker system used in
the dictionary is compatible with the tagset of Polish National Corpus. That is why
the dictionary can also be applied in further research on multi-word units in texts.
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Abstract

This paper proposes a model of dictionary post-editing inspired by data-journalism. It starts
by problematising the parallel, drawn in the description of this year’s eLex conference theme,
between lexicographic and machine-translation post-editing. It then proceeds to outline data-
journalism workflows and to illustrate how these may offer a suitable blueprint for automating
and post-editing corpus-driven historical dictionaries of low-resource languages. In particular,
the paper highlights the usefulness of adopting an iterative development model, whereby
minimal automated entries are incrementally augmented with curated information, and of
switching to data-visualisations as the main medium of communication.

Data-journalists concentrate much of their post-editing efforts in plotting the data into highly
customised visualisations capable of narrating their interpretation of a story while also allowing
multiple lines of inquiry. This paper suggests that historical lexicographers would benefit from
similarly directing their post-editing efforts into weaving data into customised, lemma-specific,
visualisations capable of guiding users towards further exploration.

The paper concludes with practical examples drawn from two ongoing historical dictionary
projects, A Visual Dictionary and Thesaurus of Buddhist Sanskrit and A Visual Dictionary of
Tibetan Verb Valency, which are adopting data-journalism workflows to post-edit
automatically generated entries and data-visualisations into ‘lexical data stories’.

Keywords: historical lexicography; data-journalism; post-editing; Sanskrit; Tibetan

1. Machine-translation post-editing for lexicography: a critique

For decades lexicography has been on a path of increasing automation. The late 90s
and early 2000s vision of machines taking up the bulk of lexicographic work is now
coalescing into reality (Grefenstette, 1998; Rundell, 2002). Hypothetical notions
regarding the role of humans in a largely automated workflow are quickly being
replaced by practical strategies for post-editing automated dictionary drafts. It is
therefore a good moment to look at industries that already possess well established
post-editing workflows and consider which could be most profitably adapted to which
lexicographic endeavour.

The description of this year’s eLex conference theme conceptualises lexicographic post-
editing as akin to the post-editing practices honed in the field of machine-translation,’
a parallel already drawn by Jakubicek a few years ago (Jakubicek, 2017). While
machine-translation post-editing workflows may be profitably adapted to some

! ¢ . This technological progress leads to new methodological approaches where most editorial
work consists of post-editing of automatically created content — similarly to post-editing of
machine-translated texts.” (eLex 2021 introductory paragraph, https://elex.link /elex2021/)
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lexicographic projects (e.g. Baisa et al., 2019), they are not likely to constitute an
optimal model for lexicography in general, and especially not for historical lexicography
of low-resource languages, which is the focus of this paper. This is mostly due a
fundamental difference in the nature and goals of translation and historical
lexicography.

In machine-translation projects, computers generate a draft translation from an input
text and humans refine it. The degree of manual refinement (i.e. post-editing) varies
depending on how similar to a human-made translation the final product should be.
‘Light’ post-editing is often sufficient to ensure that the message of the source text is
rendered accurately, while more labour intensive 'full' post-editing may be required to
achieve a perfectly smooth reading experience in the target language, akin to a human
translation (Nitzke et. al., 2019). In other words, machine-translation post-editing
practices are articulated along two axes, accuracy, intended as faithfulness to the source
text, and readability of the output text.

The relevance of these axes to historical lexicography is doubtful. While basic
readability is indeed important, dictionary entries need not be specimen of great prose.
Given their standardised wording and rigorously structured format, text generation
templates should be capable of producing perfectly readable, if perhaps not enjoyable,
dictionary entries (see Section 2 below). Post-editing for readability is therefore not
likely to constitute a priority for many historical dictionary projects. Accuracy, by
contrast, is a very likely priority. However, what constitutes accuracy in translation
and in lexicography is entirely different. As such, machine-translation post-editing
practices may well not be the best route to lexicographic accuracy.

The reason for this lies in a fundamental difference in the relationship between input
data and output text in translation and lexicography. Translation aims at transforming
its source data (by transposing it into another language), whereas lexicography aims
at illustrating trends in its source data and deriving conclusions from them. This
impacts the efficacy of text post-editing for accuracy in the two fields. In translation,
manipulating the wording of the machine-generated draft directly affect its accuracy.
Post-editing is thus an efficient path to improving the quality of computer-generated
translations. While changing the text of automated dictionary drafts may also improve
the overall dictionary quality, this is not an efficient path to increased accuracy.
Lexicographic accuracy resides not so much in the wording of the entries as in the
quality of sample, analysis and interpretation of the corpus data. Lexicographic
accuracy is thus more directly impacted by addressing the representativeness of the
corpus used, the level of detail of the linguistic annotation recorded in the corpus and
the relevance of the statistical information automatically derived from it (Frankenberg-
Garcia et al., 2020; Baisa et al., 2019). As it will be discussed in section 3, post-editing
may not be the most efficient way to address these matters in historical lexicography
of low resource languages, where the efforts could rather be concentrated in enriching
a small corpus with detailed linguistic information.
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Moreover, what constitutes an accurate representation of the input data is much more
subjective in historical lexicography than it is in machine-translation. Interpretation is
typically straightforward in automatically translated texts—Iliterary works, puns and
ambiguous prose lying still largely beyond the scope of machine-translation, and best
translated from scratch by humans (Nitzke et. al., 2019). This means that machine-
translation post-editing can realistically aim to achieve an uncontroversial version of
the translated text; a version that is going to be equally useful to all its readers.

The situation is more complex in lexicography. Much of what goes into a dictionary
entry, from sense categorisation and sense descriptions up to example selection, is
highly interpretive. In the case of historical lexicography, matters of philological
uncertainty, disputed dating and difficulties of interpretation further complicate the
picture. Adopting a machine-translation post-editing model in historical lexicography
hardly does justice to this complexity, or to dictionary users. It implies a
conceptualisation of dictionary entries as a definitive top-down account of a word’s
semantics and usage, which risks misrepresenting interpretation and subjective choices
as purely descriptive accounts. This vastly limits the usefulness of historical
dictionaries as tools for research. Post-editing models that allow users to pursue
different interpretations of the data and provide a transparent record of lexicographers’
editing choices may yield more versatile and useful resources.

Finally, a post-editing model inspired by machine-translation raises concerns of
sustainability for historical dictionary projects that depend on public funding. Public
funding cycles for humanities projects are relatively short, covering typically a period
of three years in the UK and USA (e.g. schemes funded by the Arts and Humanities
Research Council and National Endowment for the Humanities). As a result, historical
dictionary projects often need to produce a minimally viable product very quickly in
order to showcase their outputs early and secure follow-up funding for further work. If
dealing with low-resource languages or specialised domains, they also often need to
create and process corpora from scratch and thus invest a significant portion of their
first funded period into developing the source data necessary for their dictionaries.
Under these circumstances, it is advisable to develop dictionaries iteratively, by first
publishing automated entries based on corpus data and then gradually refining and
augmenting them through further iterations (Lugli, 2019). This makes it possible to
align lexicographic outputs with funding cycles, but it is important to note that this
model is efficient only in so far as there is no overlap in the work required for each
iteration. It is doubtful that this is best achieved through the adoption of post-editing
practices inspired by machine-translation.

In machine-translation contexts, the choice between different levels of post-editing
(bare machine output, light post-editing or full post-editing) occurs early on in a
project. The literature on automated translation construes the relationship between
light post-editing and full post-editing as one of alternative editorial strategies, rather
than as a progression between different editorial stages, since arguably both involve
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much of the same tasks (see the post-editing decision tree in Nitzke et al. 2019, 246).
While the practices developed for machine-translation can surely be adapted to the
needs of lexicography (as accomplished, for example in the project described in Baisa
et al., 2019), in light of the limitations outlined above it seems useful to expand the
pool of reference models available for dictionary post-editing. I propose that we
consider one model that is remarkably close to historical lexicography in several
respects: data-journalism.

2. Text automation and post-editing in journalism

Data-journalism is a branch of journalism that focusses on deriving news stories from
datasets and typically conveys much of the information through data-visualisations.?
The complexity of data-journalism pieces ranges from relatively simple graphs and
narratives, such as those charting the spread of COVID-19, ubiquitous in newspapers
these days, to the more nuanced and interpretive pieces published in dedicated data-
journalism outlets, such as The Economist’s Graphic Detail.

Like translation, journalism has undergone considerable levels of automation in recent
years. As with machine-translation, drafts of news pieces are now routinely generated
automatically and then refined through human curation (Marconi, 2020; Diakolpoulos,
2019; Graefe, 2016). The processes of text generation and post-editing, however, differ
between the translation and news industries. The difference is, again, rooted in the
relationship between input data and automatically generated output. While
translations transpose the input data into a new language, news pieces elaborate on
the input data, typically producing entirely new text from and about numeric inputs.

An output text's relationship with the input data varies depending on the type of
news. Reports on sport matches or election results summarise the input data; financial
news may highlight trends and changes in assets' value; in-depth analyses may draw
conclusions from the input data, or use them to support a specific argument. While all
kinds of data-based news can be (and indeed are) automated, the degree and quality
of the automation, as well as the post-editing strategies required to reach a publishable
product vary.

There is consensus in the literature on automated journalism that the best automated
output is achieved with types of news that have a relatively rigid format, a predictable
vocabulary, rely on highly structured data and describe (rather than interpret) the
input data. These types of news include market and weather reports as well as sports

2 My use of the term data-visualisation is close to the definition provided by Bakakis: 'Data
visualization is the presentation of data in a pictorial or graphical format, and a data
visualization tool is the software that generates this presentation. Data visualization provides
users with intuitive means to interactively explore and analyze data, enabling them to
effectively identify interesting patterns, infer correlations and causalities, and supports sense-
making activities. ' (Bakakis, 2018), but I extend my application of the term to cover cases of
static (i.e. non-interactive) data-visualisation as well.

219



Proceedings of eLex 2021

and election results—all of which have been routinely automated for years (Carlson,
2015; Diakopoulos, 2019). For these types of news, automated text is published with
minimal or no human post-editing (Graefe et al., 2018; Diakopoulos, 2019).*> This is
not to say that these news pieces do not require any human labour at all. Rather, the
labour is concentrated in pre-processing. Before any automated news writing can take
place, humans need to prepare the data and templates that will be used to generate
the text of news pieces. Data preparation includes the usual steps of cleaning,
wrangling and verification, and needs to be performed on any new data used. This
appears to be the weakest link in run-of-the-mill news automation, as the errors
discussed in the literature are all due to poorly pre-processed data (e.g. Diakopoulos,
2019: 133; Marconi, 2020: 69). Template preparation is more robust, but rapidly
evolving. Traditionally, templates for automatic text-generation are "hard coded'. News
editors prepare set templates for each type of news, detailing the order in which the
information is to be presented, as well as alternative sentence structures to be used
convey each piece of information and pools of synonyms to choose from to ensure some
variation in the automated texts. The results of this procedure are consistently good
and often indistinguishable from human writing (Diakopoulos, 2019: 126). In recent
years, the creation of templates has been partially automated and machines are now
able to structure a piece and concatenate (and in some cases craft) sentences on the
basis of rules and/or statistical models derived from news corpora (Diakopoulos, 2019:
98 ff.; Leppénen et al., 2017). This obviously leads to faster pre-processing by
drastically reducing the need for detailing domain-specific templates. The overall time
and labour required to achieve a publishable product, however, is not reduced.
Dynamically created templates tend to introduce problems of readability and thus
require more post-editing efforts. Unsurprisingly, the news industry prefers to invest
resources in labour-intensive template creation and dispense with (or minimise) post-
editing, rather than opt for the reverse (Diakopoulos, 2019). This is an efficient choice
as even though they may not generalise well across different types of news, detailed
templates are still re-usable for all news within a given category. Post-editing by
contrast is piece-specific; it is not re-usable at all, at least for now.*

The opposite is true for news stories that are based on data but require investigation,
interpretation and are best conveyed through original narratives. That is, the type of
news stories that is most typically referred to as 'data-journalism'.®> Even though data

* RADAR, a leading news project, only manually checks the output of one in ten automated
news pieces (Diakopoulos 2019, 134).

1 See Diakolopoulos's brief discussion of 'distant editing' as a prominent desideratum in the
news industry (Diakopoulos 2019, 134 and 247-248).

® Several definitions of data-journalism and discussions of its relative position within the field
journalism vis-a-vis other computer-enhanced forms of news-making have been put forward
(see Coddington 2018 for a comprehensive review). For the purposes of this paper, the generic
characterisation of data-journalism as an approach to crafting news stories that is centred on
the acquisition, analysis, interpretation and publication of data will suffice (cf. Usher, 2016:
90; Howard, 2014: 2-5; both cited in Coddington, 2018: 17).
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play a central role in these stories, they cannot simply be plugged in a text template.
The narrative is too unique to be amenable to templates; no matter how
sophisticatedly constructed they might be (Stray, 2019; Caswell and Doerr, 2018). The
efficient choice for these stories is to switch from a paradigm of pure automation to
one of augmentation, whereby machines generate a minimal description from the data
and leave it to journalists to investigate and flesh out the narrative of the story
(Diakopoulos, 2019: 46ff; Graefe, 2016: 29). While the journalism literature refers to
this process as ‘augmentation’ or ‘human-machine interaction’ (Marconi, 2020: 69-71;
Diakopoulos, 2019: 247-248), it is a form of post-editing, in so far as it amounts to the
manual curation of an automatically generated draft. Still, it differs from machine-
translation post-editing in two important respects: it is iterative and not centred on
text.

In data-journalism, the initial automated summary of data can constitute a minimal
viable product (or 'minimally viable story', Marconi, 2020). This product may not be
fit for publication in a newspaper, but it is usually good enough to be immediately
released in the form of a blog post or as a news alert (Young and Hermida, 2015). The
automated summary can then be enriched with more information and interpretation
in successive stages—possibly depending on the amount of interest that each iteration
of the story generates among the public (Marconi, 2020).5 Besides being efficient for
news production, this iterative story development is also empowering for the reader. It
provides early and comprehensive access to granular data that would otherwise not be
available, such as real time information on local crime or a detailed breakdown of minor
election results, which journalists would rarely have the time to report manually
(Young and Hermida, 2015; Leppénen et al., 2017; Marconi 2020).

Unredacted automatic reports may not make for a very enjoyable read, though.
Fortunately, the dullness of automated text can be entirely bypassed by presenting the
automated data summary in the form of data-visualisations. Reliance on data-
visualisations is one of the most salient features of data-journalism (Coddington, 2018;
Kennedy et al., 2019).” Tools for the automatic identification of potentially newsworthy
leads typically supply journalists with visual analytics (Diakopoulos, 2019: 57, 48ff;
Wiedmann, 2018; Stray 2019), and systems are in place to automatically generate
publication-ready data-visualisations to accompany data-driven news (Alhalaseh et al.,
2018). The initial automatically generated minimally viable story could thus take the
form of a graph or data-visualisation dashboard (e.g. Diakopoulos, 2019: 49 fig 2.1).

Post-editing also focusses on visualisations. Much of the educational literature on how
to craft data-journalism stories stresses the importance of editing the visualisations

® See Marconi 2020, chapter 3 for a detailed explanation of iterative journalism.

" Data-visualisations are perceived by some as having replaced writing as the "main semiotic
mode" of journalistic storytelling (Kennedy et al., 2019).
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accompanying the story so that they communicate the main points of the narrative,
highlight the author’s interpretation of the data and guide the user towards specific
insights (Thudt et al., 2018; Stopler et al., 2018; Kennedy et al., 2019). Given the
interpretative nature of data-journalism, another topic that is emphasised in this
literature is the role of interactive data-visualisation in encouraging users to explore
multiple lines of inquiry, reach different interpretations and reveal bias (Thudt et al.,
2018; Diakopouls, 2018, 246). By curating data-visualisations and letting users explore
the dataset used for a story, journalists increase transparency and civic engagement,
two cornerstones of data-journalism ethics (Coddington, 2018; cf. Kennedy et al.,
2019). These practices may also help historical lexicographers meet the needs of their
audiences.

3. A data-journalism post-editing model for lexicography

The post-editing practices developed for data-based news pieces could be profitably
transferred to historical corpus lexicography of low-resource languages. This subset of
lexicography possesses some characteristics that make it an especially good fit for the
newsroom's approach to post-editing.

First of all, its low-resource aspect. Limited budget and manpower make it necessary
to prioritise efforts very carefully, and dependence on public funding makes iterative
dictionary development especially suitable for this type of lexicography. Under these
circumstances, the newsroom practice of shifting labour from post-editing single-
purpose texts to preparing data and templates for the automatic generation of multiple
texts is appealing.

This model of labour allocation may even work better in lexicography than in news
production, for two reasons. As mentioned earlier, poorly prepared data and complex
narratives are the two main obstacles to post-editing-free news automation. Neither of
these apply to lexicography. Data preparation is challenging in journalism because
news data change continuously and thus require constant monitoring and checking. By
contrast, the data used for historical dictionaries typically amounts to a language
corpus that only needs be prepared once. Moreover, while only a fraction of news
stories fit the requirements for template-based text generation, dictionary entries, with
their fixed structure, formulaic phraseology and well-ordered integration of corpus
data, are perfectly amenable to simple templates, which can easily be enriched with
dynamic data-visualizations to allow users to actively engage with the data behind the
entries. Indeed, the dictionary post-editing model inspired by machine-translation also
leverages this characteristic of lexicographic entries by slotting automatically extracted
and sorted corpus data in specified fields within an entry (e.g. Méchura, 2017). The
difference in the data-journalism model is that an automated minimally viable entry
can be published without any post-editing and still be highly engaging thanks to
reliance on interactive data-visualisations and highly curated corpus data (cf. Baisa et
al., 2019).
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This, again, works best for low-resource historical languages. For three reasons. First,
the corpora available for these languages are typically rather small by contemporary
standards and are often created for specific lexicographic purposes. This allows for
more fine-grained annotations to be encoded in the corpus than is typically possible
for larger corpora. It also allows for manual curation of the annotations, which, as a
result, may be more accurate and detailed than the automated tagging typical of large
corpora (Lugli, 2019). Such accurate and fine-grained annotations in turn allow for a
wider range of information to be automatically derived from the corpus and plugged
into entry templates, thus enabling the creation of fairly rich automated entries (see
the next section for examples).

Second, new historical dictionaries of low-resource languages typically bring to the
public lexical data that would not otherwise be available (e.g. data from newly created
corpora or newly discovered manuscripts). Hence their audiences are likely to benefit
from early access to new lexicographic material, even if it is in the minimal form of an
a