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Agenda, aims

• to visualize the distributional features of occurrences of selected 
headwords in dictionary examples to see if lexicographical sense 
delineation is reflected in the distributional data

• to check if visualizations of BERT data are useful for assisting manual 
sense delineation

• to better understand the distributional information stored in BERT 
representations 



Motivation | the power of Distributional Semantics

Phases of Distributional Semantics:

1. Non-ANN phase (“count methods”)

2. 2013- ANN-based static word 
embeddings  

e.g. word2vec

3. 2018- contextualized ANN-based token
embeddings:

non-generative: ELMo, BERT, etc.
generative: GPT, T5, etc. 

Meaning is a function of 
distribution (Harris, 1954)

In practice,
- the more similar the context, the

more similar the meaning
- morphological, semantic, etc. 

paradigms can be reproduced using
vector arithmetics



Methods | Data Collection

Example sentences were collected for 4 words: full, mouth, risk
and sound:

• all matching examples from the online Oxford Learner’s 
Dictionaries (http://www.oxfordlearnersdictionaries.com)

• 1000 randomly selected corpus sentences for each word from 
the British National Corpus via http://www.sketchengine.eu

http://www.oxfordlearnersdictionaries.com/
http://www.sketchengine.eu/


Methods | BERT embeddings

• We produced BERT embeddings for the headword in each example 
sentence by running the neural network; the neural activations for the
target words were extracted and saved for visualization.

• Language Model: the largest pretrained BERT LM from Huggingface, bert-
large-uncased (https://huggingface.co/bert-large-uncased)

• LM size: 336 million pre-trained parameters with 24 layers and 16 
attention heads

• word embedding size: 1024 floating point numbers per embedding

https://huggingface.co/bert-large-uncased


Methods | BERT embeddings



Methods | Dimension reduction 1024D→2D
• t-SNE (van der Maaten & Hinton, 2008) is a non-linear method that constructs a 

probability distribution over pairs of high-dimensional data points and a similar 
distribution over pairs of low-dimensional points, and it minimizes the difference 
between these two distributions using gradient descent in an iterative fashion. t-SNE 
is considered very effective at preserving the local structure of data at the expense of 
non-local structure. 

• Isomap (Tenenbaum, de Silva & Langford, 2000) uses geodesic distance, which is a 
path between two points on a surface – rather than along a straight line. A graph is 
created by connecting neighbouring points and computing the geodesic distance 
between each pair of points. 

• Spectral clustering: the top eigenvectors of the Laplacian matrix are considered to 
capture the global structure of the data. 

• MDS creates a low-dimensional representation by minimizing the difference between 
distances of data point pairs in the high-dimensional space and pairwise distances in 
the low-dimensional space.



Methods | Observation of 1024D & 2D diagrams

• visual observation, looking for clusters, patterns

• k-means clustering (5000 iterations, 20 reruns)

For selecting k: Silhouette scoring (Rousseeuw, 1987); a measure 
of how well data points fit into their clusters, and it “shows which 
objects lie well within their cluster, and which ones are merely 
somewhere in between clusters” (ibid.). A higher score indicates 
better clustering.



Methods | The software tool we used
The software used for dimension reduction and k-means clustering, also 
the source of our illustrations: Orange Data Mining toolkit (Demsar et al., 
2013; https://orangedatamining.com ) 

https://orangedatamining.com/


Results | Silhouette scores for clustering risk
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Results | risk in BERT’s original 1024D vector space

The verbal senses of risk
clustered together in C5, but
it was not a homogeneous

verbal group.
C1 included the nominal 
uses only, medical risks

dominate, but economic
risks also appear.C2 was mostly associated

with financial risks, with
some health-related ones.

Sentences in C3 referred to 
social, environmental, 

economic and medical risks.Sentences in C4 generally 
referred to risky situations 
without specification and 
also associated risk with 
business loss and body 

injuries.

Problems:

• low Silhouette score & heterogeneous clusters
• you cannot visualize the similarity between sentences 

as we are in the original high-dimensional space



Results | k-means clusters after t-SNE, k=10, risk

C1 included be risk to NP 
C2: increased/reduced/high/low risk of NP
C4: risk of -ing, risk+that+clause
C6: Adj+risk+N
C7: at risk
Health-related risks: C2, financial risks: C5



Results | Silhouette scores for clustering mouth
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Results | mouth in Spectral visualization & clusters for k=5



Results | The highest Silhouette scores for the four words 
before and after dimension reduction
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Results | sound in 4 visualizations (overview)
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Results | sound in Isomap



Results | sound in Spectral



Results | sound in t-SNE



Parameter choices for the dimension reduction 
methods

Dimension reduction Settings

t-SNE perplexity = 20 (also tested: 10, 30)

distance = Eucledian (also tested: Manhattan, Chebychev)

initialization = PCA
max. iterations = 3000
learning rate = 200

MDS initialization = PCA
max. iterations = 5000

Isomap neighbours = 20

Spectral affinity = RBF kernel (also tested: Nearest neighbour)



Discussion

• In our experiments, unsupervised separation between the metaphoric, 
metonymic and literal senses of words such as mouth and sound, based 
on the distributional features of the word uses, is reasonably good.

• The uses of words with relevance to specific semantic fields (e.g., risk in 
financial domains, mouth to make facial expressions, full with relevance 
to emotions) stood out in the automatically generated clusters.   

• In almost all cases, Silhouette scoring for 2D representations
recommended fewer categories than the number of Oxford Dictionary
sense categories. Some dictionary distinctions were preserved within the 
sub-clusters (e.g., sound of music vs. sound of TV and radio), but others 
were lost (e.g. the four verbal senses of risk). 



Conclusion
• The BERT-based, distributionally-motivated clusters did not correspond 

to the number of dictionary senses, but they did show BERT’s sensitivity 
to semantic and syntactic similarities between word uses.

• Before dimension reduction, Silhouette scores of the k-means clusters 
were low, and so was the qualitative cohesion between the sentences in 
the cluster. 

• Visualizing BERT representations in 2-dimensional spaces using Spectral, 
t-SNE and Isomap showed quantitative and qualitative improvements 
that can be beneficial to lexicographers. Not only the Silhouette scores of 
the clusters increased, but also semantic and syntactic similarities 
appeared in the clusters. 



Conclusion
• MDS was inferior to the 3 remaining manifold learning algorithms in our

case study.

• These visualizations can be helpful in enriching dictionary entries with 
additional, corpus-based examples; the closest BNC sentences to the 
dictionary examples mostly reflected very similar semantic and syntactic 
patterns.

• In our charts, we also saw thematically-motivated clusters of BNC 
sentences that were ignored during exemplification of the OD headword 
(e.g., the uses of the word mouth in romantic literature).
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