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A little bit of context

• What I’m presenting here started as my MS thesis at
Brandeis University in Massachusetts, is now part of my

PhD thesis at UNED University in Madrid.

• This is work in progress
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Aim of this project

Creating a computational model that can detect and track

new(ish) anglicisms in Spanish newspapers.
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What is an anglicism?
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What is an anglicism?

An anglicism is a word that comes from English and is used in

another language
podcast, app, online, crowdfunding, spin-off, big data, fake news...

• English is a prolific source of newwords in many
languages.

• Particularly in the press

• Our aim is to monitor recent anglicisms that are being
incorporated in the Spanish press

• Our approach is purely descriptivist
• Understand borrowing as a linguistic phenomenon
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Why is borrowing interesting in Linguistics

• Borrowing is a manifestation of how languages change

• New realities→ newwords (relevant for lexicography)
online, software, streaming...

• Old realities→ newwords (relevant for sociolinguistics)
barato→ low-cost olio (from lat. ’oleum’)→ azeyte (’aceite’)

• Linguistic adaptation:
football→ fútbol

spaghetti→ espaguetis
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The task

Wewant to build a system that can automatically detect

unassimilated anglicisms in the Spanish press

Unassimilated anglicisms in the Spanish press

not (yet) integrated

into the recipient language words borrowed
from English

used in
Spanish newspapers

Ex: Las prendas bestsellers se estampan con motivos florales, ’animal print’ o a

retales tipo patchwork

Best-seller clothes are printed with flowers, animal print or patchwork style
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How could we build it?

• Dictionary lookup
Is this word in a SPA/EN dictionary/corpus?

• Pattern matching
wh-, -sh-, -ing

• Word probability
What is the probability of this word being EN/SPA?
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Limitations of these approaches

• Prime time is a borrowing:
• prime is form of the verb primar

• time is form of the verb timar

• Social media is a borrowing:
• But both social and media are also Spanish words

• Not every English word is necessarily a borrowing.
• Sgt.Peppers Lonely Hearts Club Band

• Eternal sunshine of the spotless mind

• Quotations, metalinguistic usage, etc
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Context is key

Me gusta mucho Johnny Cash [not an anglicism]
I really like Johnny Cash

Estoy sin cash [anglicism]
I have no money

There is not a single rule we can use to determine whether a given word in

isolation is an anglicism, because it depends on the context
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When rules can’t take you there,

machine learning might take you close enough

Set of rules→ data-driven approach
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The data driven approach (a.k.a machine
learning)

1. We gather a corpus that is rich in anglicisms

2. We manually annotate the corpus

3. We give the annotated corpus to a ML model

4. Hopefully, the model will find statistical correlations in the

annotated data and will “learn” to recognize anglicisms
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Machine learning model for anglicism detection

We frame the task as a sequence labeling problem:

• The model takes a sentence as input

• Each word receives a tag (anglicism/not anglicism)

• Each tag is dependent on the nearby tags and assigned to
maximize global probability of the sequence (→ context)

• Same approach as in other NLP tasks: Named Entity
Recognition and Part of Speech tagging
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BIO encoding

Este O
mes O
os O
sugerimos O
probar O
el O
batch B-ENG
cooking I-ENG
a

aThis month we

recommend you try batch

cooking

La O
era O
de O
las O
apps B-ENG
para O
ligar O
a

aThe era of apps for

dating

La O
era O
de O
las O
dating B-ENG
apps I-ENG
a

aThe era of dating apps
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1st model: CRF
• A Conditional Random Fields model (“classic” ML)

• Each word is represented by a set of handcrafted features
• Token, shape, punctuation, titlecase, char trigram, quotation, etc

• Trained and tested on an corpus of Spanish press
annotated with anglicisms (325,000 tokens)

• Results on the test set F1=87 (100 would mean perfect)

• Developed in 2020, in production 2020-2022
16



Long tail distribution
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2nd model: BiLSTM-CRF
• Deep learning model: BiLSTM-CRF

• Fed with Transformer-based word embeddings pretrained
on codeswitched data, along with subword embeddings

• Train and tested on COALAS (COrpus of AngLicisms in the
SpAnish Press) (370,000 tokens, more diverse)

• Results on the test set F1 = 85 (CRF model F1 = 55)

• Developed in 2021, in production 2022-
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Building Lázaro: an observatory of anglicism usage in the

Spanish press
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Why Lázaro?

• A tribute to Spanish
linguist Fernando Lázaro

Carreter.

• His newspaper columns
admonishing against the

usage of anglicisms in the

Spanish press became very

popular in 1980s-1990s.
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Extraction pipeline: from RSS to @lazarobot
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observatoriolazaro.es
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Database query
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Binge-watching
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Anxiety baking
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Old school
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Date prisa
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Some data from May 2023

• 30,000 articles crawled

• 40,000 borrowings extracted

• 6,000 of them were unique

• 2,000 of them were seen for the first time

33



Lázaro’s satellite projects
• CSV files with +700,000 anglicisms since 2020 on the website

• Models, guidelines and annotated corpora available on GitHub and
HuggingFace

• Pylazaro, a Python library that performs anglicism detection in
Spanish https://pylazaro.readthedocs.io/

• ADoBo, Automatic Detection of Borrowings shared task (2021)

• Papers at CALCS2020, SCiL2021, SEPLN2021, LREC2022, ACL2022.
This is work in progress, hopefully the list will grow
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Thank you! Questions?

Thank you very very much to eLex conference, the Board of Trustees and

the sponsors of the Adam Kilgarriff Prize.

This work is advised by Julio Gonzalo from UNED and Constantine Lignos

from Brandeis University.
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Previous work on anglicism detection

Work Pattern Lexicon/corpus Char n-grams Machine Learning Language

matching lookup probability model

[1] X German

[2] X X X Norwegian

[3] X French

[4] X X Italian

[5] X X Maxent German

[7] X EM Korean

[8] X X DT, SVM German

[9] X k-NN Norwegian

[10] X Finnish

[11] X X X Spanish
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Corpus split (CRF)

Set Headlines Tokens Headlines Anglicisms Other

with anglicisms borrowings

Train 10,513 154,632 709 747 40

Dev 3,020 44,758 200 219 14

Test 3,020 44,724 202 212 13

Suppl. test 5,017 81,551 122 126 35

Total 21,570 325,665 1,233 1,304 102

Number of headlines, tokens and anglicisms per corpus subset.
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The corpus: counts

Set Tokens ENG OTHER Unique

Training 231,126 1,493 28 380

Development 82,578 306 49 316

Test 58,997 1,239 46 987

Total 372,701 3,038 123 1,683

Corpus splits with counts
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Annotation process

• In CoNLL format, with BIO encoding
Because borrowings can be single token (app) or

multitoken (machine learning)

ENG: unadapted emerging anglicisms [6]
X unadapted lexical anglicisms show, smartphone, prime time

X pseudoanglicisms puenting, balconing

7 anglicisms that have been orthographically adapted fútbol, mitin

7 anglicisms that have been morphologically adapted hackear

7 proper names

OTHER: borrowings from other languages gourmet, tempeh
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Ablation study results

Features Precision Recall F1 score F1 change

All features 97.84 82.65 89.60

− Bias 96.76 81.74 88.61 −0.99
− Token 95.16 80.82 87.41 −2.19
− Uppercase 97.30 82.19 89.11 −0.49
− Titlecase 96.79 82.65 89.16 −0.44
− Char trigram 96.05 77.63 85.86 −3.74
− Quotation 97.31 82.65 89.38 −0.22
− Suffix 97.30 82.19 89.11 −0.49
− POS tag 98.35 81.74 89.28 −0.32
−Word shape 96.79 82.65 89.16 −0.44
−Word embedding 95.68 80.82 87.62 −1.98

Ablation study results on the development test.
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Additional features tried

Features Precision Recall F1 score F1 change

Baseline 97.84 82.65 89.60

Baseline + Bigram 95.16 80.82 87.41 −2.19
Baseline + 4-gram 97.28 81.74 88.83 −0.77
Baseline + Lemma 97.81 81.74 89.05 −0.55
Baseline + Punctuation 96.26 82.19 88.67 −0.93
Baseline + Sentence position 96.76 81.74 88.61 −0.99
Baseline + Graphotactic shape 94.27 82.65 88.08 −1.52
Baseline + Lexicon (ES) 94.76 82.65 88.29 −1.31
Baseline + Lexicon (EN) 96.76 81.74 88.61 −0.99
Baseline + Probability (ES) 97.84 82.65 89.60 0.00

Baseline + Probability (EN) 97.84 82.65 89.60 0.00

Baseline + Probability EN > ES 96.22 81.28 88.12 −1.48
43



CRFmodel results

Set Precision Recall F1 score

Development set 97.84 82.65 89.60

Development set (inc. OTHER) 96.86 79.40 87.26

Test set 95.05 81.60 87.82

Test set (inc. OTHER) 95.19 79.11 86.41

Supplemental test set 83.16 62.70 71.49

Supplemental test set (inc. OTHER) 87.62 57.14 69.17
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Models results on COALAS

Model Word emb. BPE emb. Char emb. Development Test

Prec. Recall F1 Prec. Recall F1

CRF w2v (spa) - - 74.13 59.72 66.15 77.89 43.04 55.44

BETO - - - 73.36 73.46 73.35 86.76 75.50 80.71

mBERT - - - 79.96 73.86 76.76 88.89 76.16 82.02

BiLSTM-CRF BETO+BERT en, es - 85.84 77.07 81.21 90.00 76.89 82.92

BiLSTM-CRF BETO+BERT en, es X 84.29 78.06 81.05 89.71 78.34 83.63

BiLSTM-CRF Codeswitch - - 80.21 74.42 77.18 90.05 76.76 82.83

BiLSTM-CRF Codeswitch - X 81.02 74.56 77.62 89.92 77.34 83.13

BiLSTM-CRF Codeswitch en, es - 83.62 75.91 79.57 90.43 78.55 84.06

BiLSTM-CRF Codeswitch en, es X 82.88 75.70 79.10 90.60 78.72 84.22

Scores for the development and test sets across all models.
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CRFmodel error analysis

1. Neologisms in Spanish
puntocom, pin parental

2. Proper names or entities:
lorazepam

3. Orthographically adapted borrowings:
láser

4. Titles from songs, films or series
it darker in‘You want it darker’, la despedida de Leonard Cohen

5. Partial matches from multi-token anglicisms:
marketing instead of email marketing
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