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Abstract

We explore the use of Transformers in word sense induction for the automatic construction
of a valency dictionary of French verbs. To account for the way the arguments of a verb
change depending on its sense, this type of dictionary must distinguish at least the main
senses of a lemma. However, constructing such a resource manually is very costly and
requires highly trained staff. That is why one important subtask in the construction
of this resource is to automatically identify the polysemy of the verbs. For each of the
2,000 most frequent French verbs, we extract the word embeddings of 20,000 of their
occurrences in context found with Sketch Engine, and we cluster those embeddings to find
the different senses of each verb. In order to identify the language model and clustering
algorithm most suited to our task, we extract the word embeddings of the sentences in the
FrenchSemEval evaluation dataset with one language-specific model, CamemBERT, and
two multilingual models, XLM-RoBERTa and T5. These vectors are then clustered with
three different algorithms that do not require a predetermined number of clusters: Affinity
Propagation, Agglomerative Clustering and HDBSCAN. Our experiments confirm the
potential of unsupervised methods to identify verb senses, and indicate that monolingual
language models are better than multilingual ones for word sense induction tasks involving
a single language.

1. Introduction

Valency dictionaries such as DEM (Dubois & Dubois-Charlier, 2010)), Dicovalence (van den
Eynde et all, 2017)), Lefff (Sagot, [2010), LVF (Hadouche & Lapalme, |2010)), VerbNet
(Kipper et al.l 2006]) and Verbonet (Danlos et al., 2016) are useful in many natural language
processing applications, in particular for rule-based natural language generation. This
type of dictionary indicates precisely how a predicate expresses its arguments in syntax,
including information on selected part-of-speech, preposition or case. However, the way a
word expresses its arguments can change significantly depending on its sense. For example,
the verb change requires a direct object when it means ‘modify’, as in The discussion
has changed my thinking about the issue, but with the sense ‘become different’, as in She
changed completely as she grew older, then there is no object at all (examples taken from
WordNe; Fellbaum [1998). Therefore, a valency dictionary must distinguish at least the
main senses of a lemma. Constructing this kind of resource manually, however, is very
costly and requires highly trained staff.

Our goal is thus to automate the construction of valency dictionaries. In this paper we focus
on how we tackled an important subtask: automatically identifying the polysemy of verbs.
Our data is drawn from French, but the method we present here is language-independent.

! https://wordnet.princeton.edu/
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Since our goal is to produce a resource entirely automatically, we want to use raw data as
material and rely on as little external resources as possible. This comes down to a word
sense induction (WSI) task. Several WSI techniques have been introduced as early as the
1990s, e.g., context clustering (Schiitze, 1998), word clustering (Lin, [1998)) or co-occurrence
graphs (Véronis, [2004). However, the field has been revolutionized with the arrival of
Transformers (Vaswani et al., 2017), which can produce high quality contextualized word
embeddings in several languages.

We tackled this WSI task in three main steps: first, we extracted contextualized vectors of
the sentences in the FrenchSemEval evaluation dataset (Segonne et al., [2019) with one
language-specific model, CamemBERT (Martin et al., 2020), and two multilingual models,
XLM-RoBERTa (Conneau et al., 2020) and T5 (Raffel et al., 2020)). This dataset is
comprised of 66 French verbs in context, each having around 50 sense-annotated examples.
Then, we tested three unsupervised clustering algorithms that don’t require knowing the
number of clusters beforehand: Affinity Propagation (Frey & Dueck, 2007), Agglomerative
Clustering (Szekely & Rizzo, |2005) and HDBSCAN (Mclnnes et al., 2017). The best
results were achieved with CamemBERT vectors clustered with Agglomerative Clustering,
obtaining a BCubed F; score (Bagga & Baldwin, 1998) of 65.20 %. As a comparison, the
FlauBERT team (Le et al., |[2020), also using CamemBERT vectors, obtained an F; score
of 50.02 % on the same dataset, although they used a supervised method and measured
their results with the traditional F; score, which could not be used in our case since we
used an unsupervised method. Finally, for each verb present in the evaluation dataset, we
add the word embeddings of 20,000 instances of this verb in context extracted via Sketch
Engin (Kilgarriff et al., [2014)). We then cluster each group of approximately 20,050 verbs
separately (the 20,000 verbs in context previously extracted, plus the 50 examples from the
evaluation data), and evaluate the performance of the clustering on the evaluation data.
Our experiments allow us to pinpoint the best combination of language model, clustering
algorithm and parameter to identify the senses of a verb from raw data.

This paper begins with a brief summary of previous work in the WSI field in §2| Follows
a presentation of the language models (§3.1) and the clustering algorithms on which
we experimented. Then, we describe in §4 how we evaluated the combinations of those
algorithms. Finally, we present in §5an analysis of our results, and conclude in §6|

2. Automatic identification of the polysemy

2.1 Word sense disambiguation (WSD)

The automatic identification of the sense of an ambiguous word in context has been
a research topic for decades and is still an unresolved task. Yet, it is crucial in many
applications, such as:

e automatic translation, where a word in a language can have many different transla-
tions in another;

e information retrieval, where search queries often contain ambiguous words;

e information extraction, where we want to automatically retrieve specific information
related to a specific topic;

2 https:/ /www.sketchengine.eu
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e lexicography, where we often want to obtain lexical information specific to a given
word sense.

A common way of tackling this task is by using a knowledge-based method or a supervised
one. Knowledge-based methods rely heavily on existing resources like WordNet (Fellbaum),
1998)), BabelNet (Navigli & Ponzetto, 2012), FrameNet (Baker, [2014)) or other dictionaries,
and use the content of those resources to compare with the data on hand and deduce the
word sense. Supervised methods rely instead on sense-annotated data, which is then used
to annotate raw data. Most state-of-the-art methods are hybrid, i.e., combine features of
knowledge-based and supervised methods (Bevilacqua et al., 2021).

In the context of dictionary creation, however, knowledge-based or supervised methods
are not necessarily the most appropriate way to identify the sense of an ambiguous word,
for the following reasons:

1. The senses listed in major lexical resources are often too fine-grained.
A popular lexical resource in the field of natural language processing (NLP) is Word-
Net, an electronic dictionary of English based on synsets, i.e., sets of synonymous
lexemes. If one looks up a word in WordNet, one ends up with all the synsets that
contain it. In the case of change, for instance, there are 10 synsets related to the
noun change, and 10 synsets related to the verb change. Its multilingual counterpart,
BabelNet (Navigli & Ponzetto, [2012)), is a result of the merging of WordNet and
Wikipedia, where the synsets are provided in part by the human-generated transla-
tions provided by Wikipedia and in part by a machine translation system. It has
been pointed out, however, that WordNet’s senses are very fine-grained, to the point
where inter-annotator agreement when using the WordNet inventory is around 70 %
(Navigli, 2006)), only 5% more than the most frequent sense (MFS) baseline, which
consists of annotating each word with its most frequent sense (Raganato et al., 2017)).

2. Most resources are based on English.

WSD systems rely heavily on sense-annotated data. This type of data exists in
English, thanks mainly to SemCor (Miller et al., 1993)), which is sense-annotated
based on WordNet. However, since manual semantic annotation is very costly, this
data is scarce or non-existent for languages other than English. As a result, most
of the lexical resources in other languages are derived from the English ones, like
Europarl (Koehn| 2005), a corpus annotated with the senses of BabelNet (which
itself is derived in part from WordNet). Relying on those resources can thus be
misleading if we want to do WSD for, say, French.

3. Relying on external resources prevents the discovery of new senses.
As mentioned earlier, lexical resources have the inconvenience that they are costly
to create and update. However, new words and senses are created continually.
Thus, hand-curated lexical resources can easily become outdated.

2.2 Word sense induction (WSI)

When WSD is performed without the help of an external resource, it is called word sense
induction (or discrimination). WSI methods can be a solution to the knowledge acquisition
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bottleneck, since they only rely on raw, non annotated, data. This method does not assign
a sense to a word per se: instead, it aims to detect how many senses there are, based on
the assumption that two occurrences of a word have the same sense if they occur in similar
contexts. Common approaches in the field are:

e Context Clustering

This algorithm, developed by |Schiitze (1998), interprets senses as groups, or clusters,
of similar contexts of an ambiguous word. More specifically, each word is represented
as a vector whose components are counts of the number of times another word
appears in its context (the context can be a sentence, a paragraph, or any other
length of text). The original algorithm dealt with vectors built from second-order
co-occurrences, i.e., where vectors of the words in the context of the ambiguous
word are themselves built from their own context. These context vectors can then
be clustered into groups based on their similarity. Each group is represented by
the mean of all the vectors of this group, namely the centroid. This is the method
closest to the one we decided to adopt in this paper.

e Word Clustering
This algorithm has been developed by |Lin (1998). It identifies words that are
similar to a target word based on their syntactic dependencies. The context is
parsed syntactically and represented as triples, each of them consisting of the target
word, a syntactic dependent and the syntactic relationship between them. Common
information between two words are the triples that appear in the description of both
of the words. One can then use this information to calculate the similarity between
two words. Finally, a tree is created with the help of a clustering algorithm. The
nodes directly under the main node are considered as the different senses of the word.

e Co-occurrence graph

Véronis| (2004) presented HyperLex, arguing that the problem with clustering
vectors is that it can exclude less frequent word senses, which will tend to be
considered as noise by the algorithm even if those senses are not rare ones for an
average speaker. In an attempt to solve this problem, a graph is built where the
nodes are words and they are connected according to their co-occurrences in a given
context size. One ends up with small worlds, i.e., highly connected groups that are
said to correspond to a sense and that are all linked in some way.

e Recurrent neural networks

Recurrent neural networks (RNNs) are a class of artificial neural networks that
recursively define the output at any stage as a function of the previous output.
They have been useful for several NLP tasks, but suffer from the vanishing gra-
dient problem, which makes them only possible to use in short sequences. Long
short-term memory (LSTM) (Hochreiter & Schmidhuber, [1997) is a RNN variation
that avoids the vanishing gradient problem to a certain extent and allows recurrent
networks to learn over many more steps. However, they require a lot of resources
and time to train, and still do not have a huge memory.

e Transformers
Transformers were first introduced by |Vaswani et al.| (2017) and have revolutionized
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the field. Their attention mechanism allows them to process the entire input at
once, reducing training times drastically and achieving state-of-the-art results in
NLP. Transformer models pretrained on huge datasets can be easily downloaded
from Hugging Facelﬂ and further trained.

3. Method
3.1 Word embeddings

We used three different language models for our experiments, all downloaded from Hugging
Face. We used one monolingual model for French, CamemBERT, and two multilingual
models, XLM-RoBERTa and T5. Monolingual models have been shown to yield better
results than multilingual language models such as mBERT (Martin et al., 2020). However,
in 2021, XLM-RoBERTa showed impressive results on the SemEval-2021 Task 2: Word in
Context Disambiguation (Martelli et al., 2021), including for French, so we included it in
our experiments. We also experimented on another multilingual language, T5, released by
Google. We used the large version of each model, and got our contextualized vectors by
calculating the mean of all hidden layers.

CamemBERT (Martin et al., [2020) is a monolingual model constructed especially for
French. Its architecture is based on RoBERTa’s, a method that builds on BERT’s language
masking strategy while modifying key hyperparameters and training with much larger
mini-batches and learning rates. RoBERTa reportedly have better downstream task
performance than BERT (Liu et al., [2019). CamemBERT is trained on 138 GB of raw
data. On its release in 2020, it has improved the state of the art for part-of-speech tagging,
dependency parsing, named entity recognition and natural language inference tasks for
French.

XLM-RoBERTa (Conneau et al., [2020) is a multilingual language model pretrained on
2.5 TB of data from 100 languages. At its release, it showed a very significant improvement
over the multilingual models mBERT and XLM-100, and obtained competitive results over
state-of-the-art monolingual models, including RoBERTa, in English. They demonstrated
that multilingual models can improve their monolingual BERT counterpart. To the best
of our knowledge, however, CamemBERT and XLM-RoBERTa have not been compared
for WSI, so we have yet to verify whether XLM-RoBERTa can improve on its monolingual
counterpart for French.

T5 (Raffel et al., [2020) is an alternative to BERT. Instead of having class label or a span
of the input as outputs, as with BERT-style models, T5 has text string only as input as
well as output. ThH-large, the checkpoint that we used, has 770 million parameters. TH
was trained on a dataset containing 4 languages: English, French, German and Romanian.

3.2 Clustering

Clustering methods aim at finding structure in a set of unlabeled data. Several clustering
algorithms need a number of cluster beforehand; however, since our goal is to eventually be
able to find senses that have not been listed in a lexical resource, we tested three clustering
algorithms that can choose the optimal number of clusters without being explicitly told.

3 https://huggingface.co
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3.2.1 Affinity propagation

Affinity propagation (Frey & Dueck, 2007) is a clustering algorithm that exchanges
messages between data points until members of the input that are representative of
clusters, “exemplars”, are obtained. There are two parameters that can be tuned: damping
and preference. Damping affects the convergence of the algorithm. Preference adds noise
to the similarity matrix, and thus affects the number of clusters.

3.2.2  Agglomerative clustering

Agglomerative clustering (Szekely & Rizzo, 2005) is a type of hierarchical cluster analysis
that uses a bottom-up approach. It begins by considering every element in the data as
its own cluster and successively agglomerates similar clusters until all clusters have been
merged into a single one that contains all the data. In scikit-learn (Pedregosa et al., 2011,
instead of specifying the number of clusters, one can simply specify the distance threshold,
i.e., the linkage distance threshold above which clusters will not be merged. Basically,
it indicates the limit at which to cut the dendrogram tree. We used the default linkage
parameter, namely “ward”; and tested distance thresholds ranging from 10 to 300,000.
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4000 -
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0

Figure 1: Dendrogram representing the clustering of 20,000 contextual embeddings of the
verb adopter (‘adopt’) with agglomerative clustering. The horizontal red line represents
the final number of clusters (3) obtained with a distance threshold of 7000.

3.2.3 HDBSCAN

HDBSCAN (Campello et al., 2013) is a clustering method that extends DBSCAN by
converting it into a hierarchical clustering algorithm. It assumes there is a significant
number of noise points, among which one can find islands of higher density. Density
methods have the advantage of being efficient even when the data is not clean and the
clusters are weirdly shaped. It begins by identifying the densest parts of the data space,
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and deciding if those densest parts should be merged or kept separate. The algorithm
produces a probability score for each data point of belonging to their cluster, and a cluster
quality score.

Three main parameters can be fined-tuned in HDBSCAN: the minimum cluster size (the
smallest size grouping that is to be considered a cluster), the minimum number of samples
(the higher the value, the more conservative the algorithm will be and the more data
will be considered as noise) and the clustering selection method (by default “eom”—for
excess of mass—and can be changed to “leaf”, which tends to produce more fine-grained
clustering).

4. Evaluation

4.1 FrenchSemEval

FrenchSemEval (Segonne et al., [2019) is an evaluation dataset constructed specifically for
the WSD of French verbs. It was built after the authors of this dataset inspected Eurosense
(Delli Bovi et al., [2017), a multilingual corpus extracted from Europarl (Koehn, 2005
and automatically sense-annotated using the BabelNet multilingual sense inventory. This
resource presented good results in terms of inter-annotator agreement, and for English, the
high-precision Eurosense annotations cover 75 % of the content words and have a precision
score of 81.5%. As can be expected, though, the French results are lower: coverage is
71.8% and precision is 63.5 %. Furthermore, the situation gets worse with verbs, which
can be expected since the disambiguation of verbs is known to be more difficult (Raganato
et all;|2017). When the authors examined the verbs that had been automatically annotated
in Eurosense, they realized that the proportion they judged correct was only 44 %. They
also confirmed that BabelNet had a very high number of senses per verb; indeed, on a
sample of 150 sentences, they found that the average number of BabelNet senses per verb
type occurring in these sentences was 15.5, and that the difference between the senses was
sometimes difficult to perceive. In short, like most of the available resources, Eurosense is
a resource based on English and thus of a lesser quality for French, and in which senses
are too fine-grained.

In contrast, Segonne et al. (2019)) observed that in Wiktionary the granularity level of the
senses was usually quite natural and that the sense distinctions were easy to grasp. They
thus decided to use the Wiktionary senses as a basis for manual annotation. FrenchSemEval
is the result of this effort. It consists of 3,121 sense-annotated sentences, with 66 different
verb forms, each having an average of 3.83 senses. All of those verbs were present in the
2,000 most frequent verbs we had identified via Sketch Engine. As indicated in the paper,
the MFS baseline for this is 30 % in accuracy.

4.2 MCL-WiC

The Multilingual and Cross-Lingual Word-in-Context Disambiguation task (Martelli et al.
2021)) is the first SemEval task to examine the aptitude of systems to discriminate between
word senses without any requirement of a fixed sense inventory. The multilingual sub-task
is binary: the system must determine if two target words in two different contexts in the

4 https://www.wiktionary.org
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same language has the same meaning or not. The verbs were selected according to their
number of senses (it had to have at least three senses in BabelNet) and the sentence pairs
were extracted from either the United Nations Parallel Corpus (Ziemski et al., 2016) or
Wikipedia. The sentences selected contained sufficient semantic context to determine with
certainty the meaning of the target words.

Gupta et al.| (2021)) got the best result for the Fr-Fr task, attaining 87.5 % accuracy. They
obtained fine-tuned contextualized embeddings of the target words from XLM-RoBERTa
and passed them to a logistic regression unit. It must be noted that even though we
tested XLM-RoBERTa too, our results cannot be directly compared, since we evaluated
our results on verbs only (and not on all part-of-speech tags as they did).

4.3 Score measure

In this paper, we use the BCubed F; scores. This is because the standard F; is designed to
compare data that is clustered using the same cluster labels, which is useful if the clusters
in question have a specific meaning, but not otherwise. Let us take for example the verb
change mentioned in the introduction. If we want to find all the tokens that have the sense
‘modify’ in cluster A and all the tokens that have the sense ‘become different’ in cluster B,
then the cluster labels are important. If all the words put in cluster B should have been
instead in cluster A and vice-versa, then the standard F; score will be very low.

In our case, though, the cluster labels have no significance: all that matters is to group all
the tokens that have similar senses. That is when the BCubed F; comes in handy. Instead
of calculating the precision and recall based on the number of true and false positives and
negatives in all the examples, these scores are calculated for each element individually.
The numbers computed for each example in the document are then averaged to produce
the recall and precision scores for the entire dataset. The formulas to compute the final
BCubed recall and precision are the following:

N
Precision = Z w; X Precision;
i=1

N
Recall = Z w; X Recall;

=1

The formula for the BCubed F; score does not differ from the standard one:

2 x Precision x Recall
F1 =

Precision + Recall

In other words, standard F; is perfect to evaluate the performance in a WSD task, where
the classes are already determined. However, for WSI, we want to evaluate the performance
of an algorithm that creates clusters from scratch against an evaluation dataset that will
necessarily have its own cluster labels. In this case, BCubed F; must be used.
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5. Results
5.1 FrenchSemEval

5.1.1 Clustering the evaluation dataset

We clustered the 3,121 sentences of the test set of FrenchSemEval, and calculated BCubed
F;. We report in table [1| the best results for each language model-clustering algorithm
combination.

Clustering algorithm T5 CamemBERT XLM-RoBERTa

Affinity Propagation 14.86 14.87 14.86
Agglomerative Clustering 46.02 65.39 56.06
HDBSCAN 30.41 33.76 35.30

Table 1: Best BCubed F; scores on the FrenchSemEval dataset

As we can see, the combination of Agglomerative Clustering and CamemBERT is by far the
best one for our task, yielding impressive results for an unsupervised method. Indeed, the
FlauBERT team (Le et al., 2020), using a combination of CamemBERT and a supervised
method, attained an F; score of 50.02 %. For this clustering method, the distance threshold
parameter that allowed each language model to attain the best score varies: in the case of
CamemBERT, it was of 650; for T5, it was 100,000; and for XLM-RoBERTa, it was 725.

The worst results we obtained were with Affinity Propagation. Even by doing a grid
search with various values of damping and preference, we were not able to achieve more
than 14.87 % BCubed F,. The algorithm achieved a good precision, but a really poor
recall in every parameter combination, which indicates that the algorithm was not able to
generalize, assigning instead approximately one sense per sentence.

HDBSCAN had the opposite effect: recall was generally much higher than precision, which
indicates that it tends to assign only one sense to the entirety of the dataset. The best
result with this algorithm was obtained by XLM-RoBERTa, with a minimum cluster size
of 10, a minimum number of samples of 2 and the “leaf” cluster selection method. We can
also note that an enormous amount of data is considered as noise by the algorithm, and
that in almost every parameter configuration, the “leat” cluster selection method yields
much better results than “eom”™.

5.1.2  Clustering each verb individually

For each verb in the FrenchSemEval dataset, we clustered the 20,000 instances previously
collected (cf. §1J), to which we had added the 50 or so sentences of the evaluation dataset,
and evaluated the performance of our clustering on the evaluation sentences.

It turns out that BCubed F; is maybe not the best indicator of the quality of the clustering
for our purpose. Indeed, when we increase the distance threshold, recall approaches 100 %,
which boosts the score. But it only means that the clustering is more and more severe,
so that there is only one cluster or two remaining. For example, if we set the distance

224



threshold to 19,000, it gets to 67.68 %, which is better than our results on the entire
dataset. But if we look at the mean number of clusters, we realize that it is not a good

clustering: on average, each verb has only one cluster (which is likely not better than the
MFS baseline).

The goal could then be to get a number of clusters that is approximately the same as
the mean number of clusters for the FrenchSemEval dataset, which is 3.83. We achieve
a mean number of clusters of 3.89 with a distance threshold of 6000, with a BCubed F;
score of 59.93 %, which is still satisfactory. The mean number of clusters goes down as
the distance threshold goes up, while, on the contrary, BCubed F; goes up (as shown in
figure ; at 7000, the mean number of clusters is 3.13, with a score of 62.75 %.
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Figure 2: Relation between the score, the number of clusters and the distance threshold
when clustering each verb individually with the agglomerative clustering algorithm. The

score is expressed in BCubed F; and calculated with the FrenchSemEval dataset as a gold
standard.

5.2 WiC

After our tests on the FrenchSemEval dataset, we ended up with some uncertainty on the
best parameters, knowing we had to strike a balance between the mean number of clusters
and BCubed F;. For this reason, we decided to test our clustering on another evaluation
dataset: the Word-in-Context dataset (Martelli et al., 2021). We proceeded the same way
as before: for each verb of the dataset, we first extracted the contextualized embeddings
of the test sentences with CamemBERT, then merged them with our own CamemBERT
embeddings. We then clustered all the embeddings of each verb with the Agglomerative
Clustering algorithm, comparing the three possible parameter values: 6000, 6500, and
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7000. The results are in table 2l One can observe that the accuracy score is the highest
with a distance threshold value of 6000 on this dataset.

Distance threshold WiC (accuracy) FrenchSemEval (BCubed F,)

6000 61.83% 59.93 %
6500 59.92 % 61.30 %
7000 59.54 % 62.75 %

Table 2: Performance on the Word-in-Context and FrenchSemEval evaluation datasets
according to the distance threshold value of the agglomerative clustering algorithm param-
eter.

6. Conclusion

In this paper, we have explored how the clustering of contextual embeddings could help
discover the senses of French verbs in context. The best results were achieved with a
combination of CamemBERT embeddings and the agglomerative clustering algorithm.
We noticed that when we augmented the main parameter of the agglomerative clustering
algorithm, the distance threshold, the mean number of senses per verb went down while
the BCubed F; score went up when we evaluated ourselves against the FrenchSemEval
dataset. Comparing these results with those obtained for the WiC dataset did not really
help us to make a wise decision concerning the distance threshold to use on our data, since
the tendency was the opposite in this case (in the WiC dataset, the accuracy went down
while the distance threshold went up). Since the FrenchSemEval dataset is bigger and
has more similarities with the task we want to achieve, we decided to select the distance
threshold of 7000, which gives satisfactory results on the FrenchSemEval dataset (62.75 %)
while yielding an adequate number of senses per verb. Now that we have identified the
best combination of language model, clustering algorithm and parameter for our task, the
clustering for the 2000 most frequent verbs can be done.
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