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KEYNOTE: An automatic observatory of anglicism usage in the
Spanish press.

Elena Álvarez Mellado
UNED University

E-mail: ealvarezmellado@gmail.com

Anglicisms are words from English that are borrowed into another language. Angli-
cisms are a common source of new words in Spanish, which makes them an interesting
phenomenon to observe for linguists and lexicographers. In this session we will present Ob-
servatorio Lázaro, a machine learning pipeline that monitors the Spanish press of the day
and detects new anglicisms automatically.
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KEYNOTE: Invisible lexicographers, AI, and the future of the
dictionary

Wendalyn Nichols
Cambridge Dictionary

E-mail: wendalyn.nichols@cambridgeassessment.org.uk

Artificial intelligence is seen as an existential threat by publishers of nonfiction, most
particularly the producers of reference content. What does it mean for content to be author-
itative if anyone can type a question into a search box and get an answer from an AI chatbot
without ever visiting a publisher’s website or buying a publisher’s books? Has the ubiquitous
use of huge, widely-available sets of lexical data to train AI algorithms hastened the end of
original lexicography, and therefore of lexicographers? AI is already disrupting the market
and is not going away, but both its strengths and shortcomings can be exploited by dictionary
producers to turn the threat to our advantage.
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KEYNOTE: Interoperable Words. Interlinking Lexical (and Textual)
Resources for Latin in the LiLa Knowledge Base

Marco C. Passaritti
Università Cattolica del Sacro Cuore (Milan, Italy)

E-mail: marco.passarotti@unicatt.it

In this talk, I will discuss the issue of interoperability between linguistic resources and
how to address it by applying the principles of the Linked Data paradigm to describe several
kinds of (meta)data provided by resources published on the web. In particular, I will focus
on lexical resources, presenting how a few dictionaries and lexica for Latin interact with
each other (and with textual corpora, too) in the LiLa Knowledge Base, i.e., a collection of
multifarious resources made interoperable by adopting the same vocabulary for knowledge
description, through common data categories and ontologies widely used in the Linguistic
Linked Open Data community.
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KEYNOTE: Using Register Analysis to Establish Style Markers in
Dictionaries
Václav Cvrček

Institute of the Czech National Corpus
E-mail: vaclav.cvrcek@ff.cuni.cz

This talk investigates the potential of register analysis of text corpora for defining style la-
bels or usage markers in dictionaries. In contemporary lexicography, large language corpora
are commonly utilized to extract data on lexemes, their meanings, and frequencies, employ-
ing advanced methods such as collocation extraction or sophisticated frequency measure-
ment that account for dispersion etc. However, when it comes to style markers, we mostly
rely on mere presence (or absence) of a word in a particular genre or text type, neglecting
the potential offered by corpus linguistics methods dealing with variability of texts and their
functional classification.

To address this issue, this talk proposes the use of the multi-dimensional analysis (MDA)
method developed by Douglas Biber (1988, 1995) for register classification. MDA is known
for effectively charting the space of variation by identifying major dimensions and delimiting
registers within language. By exploring the associations between words and dimensions of
variability or text registers in Czech, this talk will attempt to establish style markers that are
at the same time practical for the dictionary user, empirically sound, and allow for semi-
automatic extraction.
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The role of the invisible lexicographer in the compilation of the
Slovene dictionary of abbreviations

Mojca Kompara Lukancic
University of Maribor

E-mail: mojca.kompara@gmail.com

Dictionaries of abbreviations are a type of dictionary that can be compiled almost entirely
automatically (Kompara Lukančič, 2011, 2017, 2018) and automatic creation of dictionary
content is possible with the development of an algorithm for automatic recognition of abbre-
viations and expansions in texts (Kompara Lukančič, 2011, 2017). In the article we present
how invisible lexicography plays a crucial role in the compilation proces of the Slovene dic-
tionary of abbreviations (Kompara Lukančič, 2023). The overall compilation process, start-
ing with manual gathering of abbreviation-expansion pairs and continuing with automatic
extraction and compilation of dictionary articles (Kompara Lukančič, 2011) is presented in
the article. The compilation process presented is a mixture of automatic and semi-automatic
approaches. The automatic recognition of abbreviations takes place at the lexical level by
observing the qualities of abbreviations and their expansions we built an algorithm that rec-
ognizes abbreviations based on recognition principles, and it seeks their expansions in con-
text. The algorithm considers different types of abbreviations and expansions; for example,
overlapping abbreviations, abbreviations without conjunctions and prepositions, abbrevia-
tions made from initial letters, and abbreviations with conjunctions and prepositions and al-
ways considers the context in recognizing expansions. In the article we present the position
of abbreviations in Slovene language, where we mention two dictionaries, namely Slovarček
krajšav (Little Dictionary of Abbreviations; Kompara Lukančič, 2006) and the automatically
generated Slovar krajšav (Dictionary of Abbreviations; Kompara Lukančič, 2011). The ar-
ticle draws attention to the need for a modern dictionary of abbreviations and presents the
automatic creation of dictionary content for the Slovene dictionary of abbreviations (Kom-
para Lukančič, 2023), the micro- and macrostructure of the dictionary of abbreviations, the
acquisition and selection of headwords, and the form and structure of the dictionary entries.
It also addresses the issue of automatic lemmatisation, filed qualifiers, cross-references, and
encyclopaedic data.

References
• Kompara Lukančič, M. (2023). Slovenski slovar krajšav. 1. izd. Maribor: Uni-
verzitetna založba Univerze, (in print)

• Kompara Lukančič, M. (2018). Sinhrono-diahroni pregled krajšav v slovenskem pros-
toru in sestava slovarja krajšav. 1. izd. Maribor: Univerzitetna založba Univerze.

• Kompara Lukančič, M. (2017). Zasnova novega slovarja krajšav. Jezikoslovni zapiski
: zbornik Inštituta za slovenski jezik Frana Ramovša. [Tiskana izd.]. 23, št. 1, str.
77-92.

• Kompara Lukančič, M. (2011). Razvoj algoritma za samodejno prepoznavanje kra-
jšav in krajšavnih razvezav v elektronskih besedilih. Jezikoslovni zapiski : zbornik
Inštituta za slovenski jezik Frana Ramovša. [Tiskana izd.]. 17, št. 2, str. 107-122
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• Kompara Lukančič, M. (2011). Slovar krajšav. Kamnik: Amebis, Zbirka Termania.
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Evaluation of the Cross-lingual Embedding Models from the
Lexicographic Perspective
Michaela Denisová, Pavel Rychlý

Faculty of Informatics, Masaryk University
E-mail: michaeladenisova@gmail.com, pavel.rychly@sketchengine.eu

Keywords: cross-lingual embedding models; bilingual lexicon induction task; retrieving
translation equivalents; evaluation

Over the years, the cross-lingual embedding models (CEMs) have drawn much attrac-
tion due to their ability to transfer lexical knowledge across languages. They facilitate the
alignment of word vector representations of two or more languages into one shared space
where similar words obtain similar vectors (Ruder et al., 2019).

These models are appealing for lexicography for multiple reasons. Firstly, the translation
equivalents candidates can be extracted from the aligned space. Secondly, in contrast to
parallel-data-based methods for finding translation equivalents candidates, they require only
comparable data, i.e., comparable corpora. Comparable corpora are often available for low-
resource languages or rare language combinations and are balanced in the texts they consist
of. Finally, CEMs are an active research area, expected to develop and improve constantly.

In this field, finding translation equivalents candidates is referred to as bilingual lexicon
induction (BLI) task. In the BLI task, the target words are induced from aligned space
through the nearest neighbour search for a source word. Afterwards, they are run against
a gold-standard dictionary to measure the quality of the model (Ruder et al., 2019).

The BLI task is a popular way among researchers to evaluate their models (Artetxe et
al., 2016; Glavaš and Vulić, 2020; Tian et al., 2022; etc.). However, the evaluation is often
inconsistent and differs from paper to paper, using various metrics and gold-standard dic-
tionaries from multiple sources (Ren et al., 2020; Woller et al., 2021; Severini et al., 2022;
etc.). This impedes our ability to correctly interpret the results and makemodels comparable
to each other.

Moreover, many currently used gold-standard dictionaries are generated automatically
(Conneau et al., 2018; Glavaš et al., 2019; Vulić et al., 2019; etc.). Therefore, they are prone
to contain mistakes. For example, the most widely used gold-standard dictionaries, MUSE
(Conneau et al., 2018), are criticised for occurring errors and disproportional part-of-speech
distribution (Kementchedjhieva et al., 2019; Denisová and Rychlý, 2021).

On top of that, articles dealing with cross-lingual embedding models and the BLI task do
not consider the utilisation in the lexicography field. They focus on the computational side
of the problem and simple word-to-word extraction without reflecting on various aspects of
translation.

In this paper, we investigate factors that influence the training of CEMs. We propose
the most suitable parameters for the evaluation dataset based on these aspects while con-
sidering a lexicography perspective. We show that having a strong evaluation dataset and
a clear evaluation process is crucial for setting appropriate training parameters. We evaluate
the most common benchmark models on a distant language pair, Estonian-Slovak, a close
language pair, Czech-Slovak, and language pair with different scripts, English-Korean, in
various settings.

Our motivation is to determine important aspects when evaluating CEMs on the BLI
task and construct a reliable, reproducible, and unifying evaluation dataset that addresses the
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above-stated issues. We aim for our evaluation dataset to mirror the models’ performance
as accurately and transparently as possible. Moreover, we involve the lexicography point of
view in the evaluation process and make CEMs more accessible for lexicographers.
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Dictionary-writing has been an extremely laborious activity: it can take as much as a cen-
tury for a large team of lexicographers to produce a comprehensive dictionary (De Schryver,
2005; Gilliver, 2016). Although current developments in the automation of lexicographic
work (not the least stimulated at and around eLex conferences) promise significant savings
in this respect, in most cases humans are still involved. Since human labour is expensive, it
should ideally not be wasted on work that serves very few or none. It is a waste of resources
to create entries that (nearly) no-one is likely to consult. If we could know in advance which
entries would be expendable, we could use the expertise and time towards improving more
useful entries.

To this end, and in line with the theme of this year’s conference, we describe an attempt
at identifying dictionary entries that exist, but that no-one chooses to look at over a period
of three years (2019-2021). This is the dark side of the dictionary, which is there, but no-
one has seen it, much like the dark side of the Moon. We chose the English Wiktionary
because it provides comprehensive logs of user visits over the years (Wikimedia, 2023) and
it is a widely-used lexicographic resource, not only in English speaking countries. Using
these logs from 2019 to 2021 (Wikimedia, 2022), we extract data on user visits to specific
Wiktionary entries. Since the server logs do not provide any negative evidence—i.e. explicit
information on the Wiktionary pages NOT visited— we also downloaded a complete list of
English Wiktionary entries marked as English words and automatically cross-checked this
list against page visit logs. Our dataset comprises 1.1 billion views on 545,014 entries.

It turns out that the typical Wiktionary entry is consulted ten times a month (by me-
dian). Only a handful of 101 entries have remained completely unconsulted over the three-
year period. However, a much larger set of over 3,000 entries have been consulted very
infrequently: less than a dozen times over the three-year period. In addition, if we look at
the number of whole months in which certain articles are not consulted at all, we see that
there are approximately 17,000 articles (3.1% of all entries) that had not been consulted in
24 months or more within the 36-month period. In our presentation, we discuss different
operationalizations of the ‘dark side’ of a dictionary and try to identify patterns in rarely
consulted entries.

We also look at the relationship between usage and entry age in years (the oldest entries
are 20 years old), as well as simplex versus multi-word items. Perhaps surprisingly, multi-
words are not amongst the least consulted entries.
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Open access to digital, structured lexical data is increasingly prevalent in today’s digital
age. Despite this, no modern standard for authoring such data exists. Current open-source
dictionaries are written using a plethora of formats, including (but not limited to) plain-text,
JSON, CSV, and TEI. These formats offer no built-in methods of indexing or retrieving
entries, so dictionaries must then be parsed and loaded into either a third-party application,
like StarDict, or a portable database format, such as SQLite. Furthermore, applications
such as StarDict typically leverage their own custom formats to store data in unstructured,
arbitrary HTML fragments, making the process of porting or extracting structured data near
impossible.

In this presentation, we introduce The Open Dictionary Project (ODict), a file format
specification and compiler built specifically for authoring, assembling, and distributing dig-
ital dictionaries. ODict dictionaries are written in a human-readable XML format and com-
piled to ‘.odict‘ binaries with a robust command-line interface (CLI). ODict files can store
thousands of entries in only a few megabytes, enabling multiple ad-hoc entry lookups in
well under one second. The CLI allows users to perform a wide range of operations on the
source data, such as merging, fuzzy searching, and outputting the original XML. We have
built a number of language-specific bindings designed for programmatic dictionary access,
currently supporting Node, Python, and the JVM.

The goal of The Open Dictionary Project is to facilitate access to the world’s best dic-
tionaries and promote the free distribution of lexical data. ODict is used extensively in the
Linguistic platform to power rapid word lookups for dozens of words in parallel, as well
as position us for offline dictionary support on both mobile and web (using WebAssembly).
We hope that our presentation will welcome feedback on the project and allow us to further
explore how ODict may be able to serve the lexicographical community.
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In this demo, we will introduce the Crowdsourcing for Language Learning (CrowLL)
game, created so far for Brazilian Portuguese, Dutch, Estonian, and Slovene. Even though
computational technology has contributed extensively to identification of good examples for
dictionaries and pedagogical purposes in general (e.g., Kilgarriff et al., 2008; Kosem et al.,
2019; Pilán et al., 2013, 2014; Pilán, Vajjala, Volodina, 2016; Stanković et al., 2019), de-
tection of offensiveness, sensitive content and even structural problems in sentences is the
type of issue with which machines still have trouble dealing. This means that, in such cases,
human verification is required. Thus, in order to streamline this task, we have developed
CrowLL. The main objective of CrowLL is to have the crowd contribute to the annotation
of automatically extracted sentences from corpora in order to create corpora of examples that
can be used for language learning purposes, including the development of learners’ dictio-
naries, autonomous language learning lexical resources such as SKELL (Baisa & Suchomel,
2014), and teaching materials. CrowLL is currently available as a single-player mode and
has three levels, which can be played separately or combined. In level 1, the player is pre-
sented with two sentences and the question “Which sentence would you choose for teaching
Portuguese (Dutch, Estonian, Slovene)? They then need to choose one, both or none of
them. In level 2, the player is prompted to choose a category (or categories) of problem to
which the sentence(s) that has/have not been selected in level 1 belong(s) (offensive, vulgar,
sensitive content, grammar/spelling problems, incomprehensible/lack of context). In level 3,
the player is asked to tap or click on the part(s) of the sentence that is/are problematic. The
output of the game will provide the labels for the examples, i.e., a certain sentence can be
non-problematic or problematic, and if problematic, there will be labels showing the type of
problem and the problematic items will be marked. These annotated examples will compose
pedagogical corpora that can be filtered by lexicographers, material developers and teachers
according to their needs. It should be highlighted that not only additional languages can be
added to the game, but the game itself can be adapted for other lexicographical purposes
that can benefit from the use of crowdsourcing techniques, such as the collection of judg-
ments on whether a certain example is good to illustrate the use of a certain word. In the
next stage of this project, we will use these annotated sentences to prepare machine learning
algorithms to automatically identify problematic sentences in corpora, thus contributing to
the further growth of these pedagogical corpora.

13



eLex 2023 BOOK OF ABSTRACTS

References
• Baisa, V., Suchomel, V. (2014). SkELL: Web Interface for English Language Learn-
ing. In A. Horák, P. Rychlý (eds) Proceedings of the Eighth Workshop on Recent
Advances in Slavonic Natural Language Processing, RASLAN 2014. Brno: Tribun
EU, pp. 63-70.

• Kilgarriff, A., Husák, M., McAdam, K., Rundell, M., Rychlý, P. (2008). GDEX:
Automatically finding good dictionary examples in a corpus. Proceedings of the XIII
EURALEX international congress (Vol. 1), 425–432.

• Kosem, I., Koppel, K., Kuhn, T. Z., Michelfeit, J., Tiberius, C. (2019). Identification
and automatic extraction of good dictionary examples: the case(s) of GDEX. Inter-
national Journal of Lexicography, 32 (2), 119−137.

• Pilán, I., Vajjala, S., Volodina, E. (2016). A readable read: Automatic assessment of
language learning materials based on linguistic complexity. ArXiv.

• Pilán, I., Volodina, E., Johansson, R. (2013). Automatic selection of suitable sen-
tences for language learning exercises. 20 Years of EUROCALL: Learning from the
past, looking to the future: 2013 EUROCALL Conference Proceedings, 218–225.

• Pilán, I., Volodina, E., Johansson, R. (2014). Rule-based and machine learning ap-
proaches for second language sentence-level readability. Proceedings of the ninth
workshop on innovative use of NLP for building educational applications, 174–184.

• Stanković, R., Šandrih, B., Stijović, R., Krstev, C., Vitas, D., Marković, A. (2019).
SASA dictionary as the gold standard for good dictionary examples for Serbian. Pro-
ceedings of the eLex 2019 conference, 248–269.

14



eLex 2023

The Perceptions of Using KBBI Online as a Speaking Guide by
Advanced Learners of Bahasa Indonesia
Rizki Gayatri1, Zamzam Hariro1, Siti Rahajeng N.H2

1Kantor Bahasa Provinsi NTB, 2Universitas Indonesia
E-mail: rizki.gayatri@kemdikbud.go.id, hariro.zam@gmail.com, sitirahajengnh@gmail.com

Keywords: user experience; speaking guide; KBBI Daring; BIPA Learners.

This study is aimed at describing perceptions of the use of the Big Indonesian Online
Dictionary (KBBI Online) as a guide for students in learning Indonesian for Advanced For-
eign Speakers (BIPA) in speaking Indonesian. KBBI Online is a website-based monolingual
Indonesian dictionary available online. This dictionary is published by the Language Devel-
opment and Fostering Agency, Ministry of Education, Culture, Research and Technology
of the Republic of Indonesia. As of October 2022, KBBI Online has published 118,021
entries and has been accessed 191,812,129 times. The features of KBBI Online include
definitions, word classes, phonemic transcripts, and word meanings. The method used in
this study is face-to-face conversation using questionnaires and recording techniques (Zaim,
2014). Through the questionnaire provided, eleven respondents spread across six countries
were asked to provide their perceptions of the online KBBI features. Apart from that, they
are also asked to record ten basic Indonesian vocabulary words. The respondents of this
research come from Mongolia, Japan, Thailand, South Korea, China, and Malaysia. The
result of the study shows that as much as 90.91% of respondents agree that KBBI Online
helps them pronounce Indonesian words. Furthermore, as many as 18.18% of respondents
say that they are not familiar with the phonemic transcription presented in the KBBI On-
line, while in the phonetic transcription, all respondents are familiar with the transcription.
Overall, 54.55% respondents show that they are quite satisfied with the existing features.
The lack features of online KBBI are the absence of phonetic transcription and audio sam-
ples of each word. It effects on the wrong pronunciation of words by students, as in the case
of [kuwaci] which is pronounced [kwaʧ], also in the word [ɛmbɛr] pronounced [əmbər].
Based on the results of the questionnaires, 90.91% of respondents agree with the addition
of phonetic transcription and audio samples in KBBI Online.
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Collocations have been found to hold back L2 writers even after many years of language
instruction (Nesselhauf, 2005). L1 users have also been reported to struggle with collo-
cations, especially when asked to produce academic or otherwise specialised collocations
(Frankenberg-Garcia, 2018; Michta & Mroczyńska, 2022). Despite the extensive coverage
of collocations in general and a number of specialized language dictionaries, user studies
have found that learners may still struggle to find correct collocations in a dictionary even
when explicitly asked to do so (Laufer 2011). Indeed, the usefulness of dictionaries hinges
on the user’s ability to correctly identify errors or other limitations related to the use of col-
locations, find the information needed to address the problem, and apply it effectively. The
whole process can be cognitively disruptive, as dictionary consultation competes for time
and attention with other aspects of writing (Frankenberg-Garcia, 2020).

Designed to minimize any disruption and at the same time raise awareness of limitations
in the use of collocations that writers may not otherwise notice, ColloCaid - a collocational
database that has been experimentally integrated into a text editor (Frankenberg-Garcia et
al., 2019, 2021) – is an example of “invisible lexicography”, where lexical data is brought
to writers without them having to leave their writing environments. In an initial study of
how it was rated by a group of university students in Spain during a controlled gap-filling
exercise, Rees (2021) found that ColloCaid was perceived as less demanding in terms of the
NASA Task Load Index when compared with other collocation tools and dictionaries. This
study takes user analysis a step further, by evaluating the actual lexical changes motivated
by ColloCaid.

After a short explanation of how the tool works, a group of 27 L2 English students at
a European university were asked to use ColloCaid to revise an approximately 600-word
excerpt of their BA or MA dissertation (excluding quotations) before it was seen by their
supervisor. We looked at the revision data first to assess coverage, by examining the number
of lemmas in the excerpts for which collocation suggestions were available. We looked at
uptake, by examining the percentage of lemmas for which collocation suggestions were taken
on board, and collected data on the reasons why suggestions were or were not followed. Next,
the actual changes undertaken were classified according to their effect on the text in terms
of the revision taxonomy developed in (Frankenberg-Garcia, 1990). Finally, we conducted
guided interviews with a small sample of the participants to discuss their use of the tool in
further detail. First-hand results of the study will be presented at eLex. Our findings enable
us not only to come to a better understanding of the use of ColloCaid in particular, but also
to gain more general insights into user reactions to invisible lexicography.

16



eLex 2023

References
• Frankenberg-Garcia, A. (1990) Second Language Writing Instruction: a Study of the
Effects of a Discourse-Oriented Programme upon the Ability of Skilled Writers to
Improve their Written Production. PhD thesis, Edinburgh University.

• Frankenberg-Garcia, A. (2018) Investigating the collocations available to EAP writ-
ers. Journal of English for Academic Purposes 35: 93-104.

• Frankenberg-Garcia, A. (2020) Combining user needs, lexicographic data and digital
writing environments. Language Teaching, 53-1:29-43.

• Frankenberg-Garcia, A., Lew, R., Roberts, J. C., Rees, G. P., Sharma, N. (2019).
Developing a writing assistant to help EAP writers with collocations in real time.
ReCALL, 31(1), pp. 23–39.

• Frankenberg-Garcia, A., Rees, G. P., Lew, R. (2021). Slipping Through the Cracks
in e-Lexicography. International Journal of Lexicography, 34(2), pp. 206–234.

• Laufer, B. (2011). The Contribution of Dictionary Use to the Production and Reten-
tion of Collocations in a Second Language. International Journal of Lexicography,
24(1), pp. 29–49.

• Michta T., Mroczyńska, K. (2022). Towards a dictionary of legal English collocations.
Siedlce: Wydawnictwo Uniwersytetu Przyrodniczo-Humanistycznego w Siedlcach.

• Nesselhauf, N. (2005). Collocations in a Learner Corpus. Amsterdam/Philadelphia:
John Benjamins Publishing Company.

• Rees, G. P. (2021). Measuring User Workload in e-Lexicography with the NASA
Task Load Index. In I. Kosem, M. Cukr (eds.) Electronic lexicography in the 21st
century (eLex 2019): Post-editing lexicography. Book of abstracts. p. 54–55.

17



eLex 2023 BOOK OF ABSTRACTS

Woordcombinaties (Word Combinations)
Lut Colman, Carole Tiberius
Instituut voor de Nederlandse Taal

E-mail: carole.tiberius@ivdnt.org, carole.tiberius@ivdnt.org

Keywords: collocations, idioms, patterns, CALL

In this demo, we present Woordcombinaties (Word Combinations), a relatively new on-
line lexicographic resource for advanced learners of Dutch as a second or foreign language.
It answers various types of phraseological queries by combining access to collocations, id-
ioms, conversational routines and constructions in one tool.

For collocations, we follow the example of Sketch Engine for Language Learning
(SkeLL)1, whereas the constructions are encoded according to Patrick Hanks’ Corpus Pat-
tern Analysis (CPA) technique (Hanks 2004, 2013). In Woordcombinaties this technique
has been tailored to the needs of the target audience. Sentences are sorted before annotation,
using a specially developed GDEX2 configuration to enable the output of short, comprehen-
sible and yet informative sentences. Furthermore, arguments are represented by indefinite
pronouns iemand ‘someone’, iets ‘something’, ergens ‘somewhere’, zo ‘such’ (or combinations
thereof) in the pattern slots where this is possible for increased readability and the corre-
sponding semantic types and syntactic functions are accessible through a tool tip. The slots
are also enriched with collocations offering a kind of advanced word sketch in the patterns.
Another interesting feature is that collocations for nouns can be filtered and displayed for
each sense separately. Verbs do not have this feature as following Hanks’ approach, their
‘sense’ is encoded in the patterns’ implicature.

Idioms and conversational routines are also included in Woordcombinaties. Currently
idioms and conversational routines are encoded as special instances among the collocations
and the patterns. However, separate access with specific search options for idioms and con-
versational routines is planned and currently being designed. For instance, it will be possible
to search for idioms based on image categories, such as ‘body parts’ and ‘food’ for een vinger
in de pap hebben ‘have a finger in the pie’ and less specific sense categories, such as ‘have
a property’. Conversational routines will be linked to speech acts, such as ‘greeting’ or ‘apol-
ogizing’.

This way, Woordcombinaties, forms a unique point of access for anyone who wants to
learn more about Dutch phraseology.
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Definition Extraction is a Natural Language Processing task that automatically identifies
the terms and their corresponding definition from the unstructured text sequences. In our
research, we frame this problem as a binary classification task, aiming to detect whether
a given sentence is a definition or not, using text sequences in Slovene.

The main contributions of our work are two-fold. First, we introduce a novel Slovene
corpus for the evaluation of Definition Extraction named RSDO-def. The corpus was col-
lected as a part of the project Development of Slovene in a Digital Environment – Lan-
guage Resources and Technologies. The sentences were extracted from the Slovene domain-
specific corpora in two ways. On the one hand, we extracted 962 sentences by random sam-
pling (RSDO-def-random); on the other hand, in order to improve the number of definitions
which represent only a small number in the randomly sampled file, we extended this initial
dataset by using pattern-based extraction methods, resulting in the RSDO-def-larger dataset.
Both sets contain manual annotations by linguists with three labels: Definition, Weak def-
inition, and Non-definition. Second, we propose the benchmarks for Slovene Definition
Extraction systems that use (1) rule-based techniques; (2) Transformers-based models as
binary classifiers using Wikipedia-based corpus as a training data; (3) ChatGPT prompting.

We evaluate the approaches on the RSDO-def corpus. The results demonstrate that if
there are only a few well-structured instances of definitions that have clear linguistic charac-
teristics (e.g., in the strict evaluation scenario, whereWeak definitions are considered as non-
definitions), a rule-based technique performed better in terms of F1-score (on the Definition
class) than language models or prompting. However, for less structured examples (relaxed
evaluation scenarios with Weak definitions considered as definitions), ChatGPT prompting
and language models were more effective than classical rule-based approaches. When com-
paring prompting and language model classifiers, for the Definition class, classifiers lead to
higher Precision, while in terms of Recall, ChatGPT has better results.

19



eLex 2023 BOOK OF ABSTRACTS

(Invisible) pictures in online dictionaries: Shall we see them?
Anna Dziemianko

Adam Mickiewicz University in Poznan
E-mail: danna@amu.edu.pl

Keywords: online dictionary; picture; reception; retention; access; hyperlink; dictionary use

Empirical research shows graphic illustrations in dictionaries to be useful in reception
and retention (Nesi, 1989; Gumkowska, 2008; Dziemianko, 2022), but their harmful effect
on vocabulary learning is attested, too (Van den Broek et al., 2021). Lexicographers need
to decide how to display pictures, as presentation space is constrained in hand-held porta-
bles and regular computers, on which online dictionaries are mostly accessed (Kosem et al.,
2019). It is worthwhile to see whether making pictures instantly visible or hyperlinking them
is more recommendable.

The aim of the paper is to determine if the presence of pictures in online dictionaries
and their access path (instant/default visibility vs. hyperlinking) affect meaning reception
and retention. Four research questions are posed:

1. Does the reception of meaning depend on the presence of pictures in online dictio-
naries?

2. Is meaning reception affected by how pictures are accessed (immediately visible vs.
available by clicking/tapping)?

3. Is the retention of meaning conditioned by the presence of pictures in entries?

4. Are pictures visible in entries by default or hyperlinked ones more useful for learning
meaning?

An online experiment involved 15 English nouns and consisted of a pre-test, a main
test and a post-test. In the pre- and post-tests, meaning had to be explained without access
to dictionaries. In the main test, the same task had to be done following the consultation
of purpose-built, monolingual online entries. Three test versions were created: with pic-
tures visible by default, with pictures available by clicking/tapping hyperlinks, without any
pictures. 238 learners of English (B2 in CEFR) took part in the experiment.

To analyze the data, one-way ANOVAs were conducted for each dependent variable
(meaning reception and retention). Access to pictures was a between-groups independent
variable. Significant ANOVA results were analyzed with the help of the Tukey HSD test.

The results show that meaning reception was dependent on pictures (F=21.23, p=0.00,
partial η2 =0.503). It was the most successful when entries offered pictures either visible by
default (82.15%) or hyperlinked (81.98%), with no difference between these two conditions
(p=1.00). In the absence of pictures, reception was significantly (about one fourth) worse
(61.06%, p=0.00).

Learning meaning was also affected by pictures (F=7.99, p=0.00, partial η2 =0.276).
It was largely facilitated by pictures visible by default in the entry (62.07%). Entries with
hyperlinked pictures (48.21%) were no more useful than those without any pictorial sup-
port (41.04%, p=0.38). In these conditions, meaning retention was, respectively, about one
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fourth and one third worse than when pictures were instantly visible, and these differences
were statistically significant (p>0.05).

The study shows that understanding meaning is affected by the presence of pictures in
entries (RQ1). The way of accessing pictures proves to be inconsequential in this respect
(RQ2). However, remembering meaning is dependent on whether pictures are instantly
visible or hyperlinked (RQ3). The former significantly enhance retention, while the latter
do not; they prove to be only as good as entries without pictures (RQ4). Thus, pictures
immediately visible in online entries emerge as more recommendable for learning meaning.
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Livonian is an indigenous language of Latvia and one of the most endangered languages
in the world. Being spoken by a limited number of speakers over past centuries (from 2500
in themid of 19th century till ca 20 today; Laakso, 2022) it has been used in limited language
domains and documented scarcely and unevenly.

Building dictionaries for such a language is challenging. Although currently largest dic-
tionary (Livonian-Estonian-Latvian; Viitso&Ernštreits, 2012) containing ca 12 000 lemmas
was published a decade ago, it lacks consistency in terms of even basic, everyday use vocab-
ulary, as it has been created manually using fieldwork data. In order to ensure consistency
and develop dictionary evenly, frequency data is needed for Livonian.

Approaching consistency from the perspective of frequency is beneficial from two key
aspects – firstly is ensured that consistent basic vocabulary is available for the language ac-
quisition purposes. Secondly – it enables making lexicographic products in creation being
instantly available and consistent throughout the evolvement, which is especially important
for languages or combinations struggling with lack of resources.

Such an example was the Estonian-Latvian dictionary (Ernštreits et al., 2015). For the
lemma selection and building statistical metadata was used from 3 separate sources (5000
list; frequency dictionary 10000 and balances corpora divided by 5000 from 5000–40000).
This was done to ensure, that dictionary instantly covers the core of the vocabulary and grows
evenly, not sequentially (e.g. by starting letters).

However even having corpora of Livonian texts does not allow to acquire sufficient fre-
quency data of lemmas due to unbalanced collections, e.g. one third of corpus developed
by the ULLI represents religious literature (translation of the New Testament), and another
third – fairy tales and legends.

To tackle this, we explore opportunities of using frequency data from other languages
related to the Livonian – Estonian as its closest linguistic relative and Latvian as a main
contact source for Livonian and a language impacted by Livonian itself. Our goal is to
identifymissing vocabulary, so that we can specifically look for that vocabulary from sources.
We also use other methods that have been proven to be useful for under-resourced languages
(Mittelholcz et al., 2017).

Currently we have applied a list of 5000 Estonian basic vocabulary (ELD) to the Estonian
translations in (Viitso & Ernštreits, 2012), with 3100 already included. . In the near future
we are planning to apply Latvian frequency data from balanced corpus of Latvian texts
(https://korpuss.lv/id/LVK2018), ELD data (both Estonian and Latvian), and
frequency data Livonian corpus frequency data to identify missing lemmas and category of
their importance (5000–40 000). Our aim is also to compare all three – Estonian, Latvian
and Livonian frequency sets to determine patterns and peculiarities that should be noticed
when ensuring consistency of the Livonian data. Among others we will analyze the use of
different methods for coining new terms (derivation, compounding, borrowing etc).
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([lexeme ∈ text] + [lexeme ∈ dictionary resource] + [text ∈ corpus])
× four medieval Romance languages

=
[lexeme ∈ multilingual analysis ∈ medieval knowledge network]

+ [lexeme concept ∈ ontology]
+ [lexeme / text / dictionary resource ∈ Linked Open Data cloud]

This is a ragged attempt to put the approach of the newly launched long-term project
ALMA1 into a nutshell: Lexicographical data is a crucial element of both its empirical basis
and its outcome. The latter is not a real dictionary but can be interpreted as a particular—
real—elaboration of a dictionary, much likeMagritte’s pipe2 yet on another abstraction level.
ALMA is a representation of concept-driven lexical-semantic analyses that are deeply rooted
in long-approved approaches to lexicography.

The aim of the ALMA project is to investigate the interaction between language, knowl-
edge, and scholarship. The field of observation is the Romance cultural sphere that sees the
emergence of new knowledge networks between 1100 and 1500 AC expressed in vernacular
languages (ALMA focuses onmedieval Italian, French, and Occitan) and exemplified by two
knowledge domains (‘medicine’, ‘law’). The arising ‘scientific’ languages are a particularly
important part of the intellectual heritage of Europe.

Based on two domain-specific, multilingual text corpora, ALMA will elaborate lexical-
semantic studies on the linguistic manifestations of the knowledge networks. The project’s
relations to lexicography are manifold:

(1) Re-use: ALMA confronts its data with the data of the state-of-the-art dictionaries
that examine the language in all functional areas, beyond the technical vocabulary in ques-
tion. ALMA finds itself in the lucky position of being able to re-use—through database
access—the published as well as raw data of the pertinent dictionaries for the research field:
LEI, DEAF, and DOM.3 The funding of these dictionaries, apart from the LEI, recently
ended, hence, re-use through ALMA is an excellent means to keep the valuable data alive
as part of an innovative workflow.

(2) Extension: ALMA extends dictionary knowledge through lexical-semantic studies
on lexical units of its specific domains based on new corpus material. The studies show

1Wissensnetze in der mittelalterlichen Romania / Knowledge Networks in Medieval Romance Speaking Eu-
rope, Academies of Sciences and Humanities Heidelberg / Bavaria / Mainz; directed by Elton Prifti / Wolf-
gang Schweickard (Mainz), Maria Selig (München), Sabine Tittel (Heidelberg), duration 22 years; https:
//www.hadw-bw.de/alma [2023-01-05].

2https://collections.lacma.org/node/239578 [2023-01-05].
3Lessico Etimologico Italiano (LEI), Dictionnaire étymologique de l’ancien français (DEAF), Dictionnaire

de l’occitan médiéval (DOM).
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many dictionary-like features including senses and sub-senses in a hierarchical tree, genus-
differentia definitions, contexts (corpus material) for encyclopedic illustration, graphical ap-
paratus separated from semantics, and etymological and linguistic discussions.

(3) Further Processing: ALMA models the pertinent articles of DEAF, LEI, and DOM
as Linked Open Data (following Tittel & Chiarcos, 2018). The lexical units will be mapped
to historicised domain ontologies for medieval medicine and law developed by ALMA. This
will create a frame-like architecture of historical Semantic Web resources for ALMA-LOD
resources, strengthening the hitherto under-represented historical resources of the LOD
cloud.

(4) Dissemination: The dictionary articles are made accessible as RDF resources (Cy-
ganiak et al. 2004-2014). Via mapping to the extra-linguistic ontologies, their linguistic
and historico-cultural knowledge will be introduced into a knowledge circulation beyond
the scopes of lexicography and historical linguistics.
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Over the past 45 years, at least eighteenDutch paper-based dictionaries of taboo-language
(or taboo-related language) have been published (i.e., as visible works of lexicography).
However, none of these are available as (linked) lexical data that could be integrated in
natural language processing (NLP) tools and applications (i.e., as invisible works of lexi-
cography). In this paper, we describe the development of a comprehensive lexical database
of taboo language (LDTL) for Dutch (TaboeLex) that can be integrated in NLP tools and
applications. TaboeLex will be made available as open data, i.e., as a freely available, struc-
tured, annotated lexicon that can be linked to other data in the future. The paper focusses
on the first phase of the project, namely, to define and design TaboeLex.
Warning: This paper contains content that may be offensive or upsetting.
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This study deals with a subset of Croatian idiomatic expressions – similes – which follow
the pattern adjective + kao/ko (‘as’) + noun (e.g. tvrd kao kamen lit. hard as stone ‘very
hard’). The aim is to establish the criteria and procedures which can be used to identify
conventionalized similes in a large corpus. A set of similes thus obtained may be used in
dictionary-making and/or to create a lexical database. Furthermore, corpus findings were
used to create a rule-based grammar of similes in NooJ.

We conducted a study in the Croatian web corpus hrWaC (Ljubešić and Klubička, 2016).
Four types of queries were designed using Corpus Query Language (CQL) in the Sketch
Engine: 1) adjective+kao+noun, 2) adjective+kao+any word+noun, 3) adjective+
kao+1−2 words in between+noun, 4) adjective+1−2 words in between+kao+
noun. Five groups of results were obtained:

• The majority of constructions containing ko are similes (e.g. gladan ko vuk lit. hun-
gry as a wolf ‘very hungry’), whereas kao more commonly occurs in non-idiomatic
constructions (e.g. poznat kao grad bicikla ‘known as a bicycle town’).

• Nouns and adjectives occur in the singular and plural, as well as in masculine and
feminine forms.

• Some constructions contain the same adjective and different nouns, e.g. pijan kao
letva (lit. drunk as a lath) and pijan kao deva (lit. drunk as a camel) ‘very drunk’;
hladan kao led (lit. cold as ice) ‘very cold’ or ‘very unfriendly’ and hladan kao špricer
(lit. cold as a spritzer) ‘calm and composed’.

• Some nouns, e.g. pas ‘dog’ occur with a number of adjectives: umoran ‘tired’, ljut
‘angry’, gladan ‘hungry’, ružan ‘ugly’, ljubomoran ‘jealous’.

• In some similes the adjective preceding the noun may be omitted, e.g. sretan kao
malo dijete (lit. happy as a little child) and sretan kao dijete (lit. happy as a child)
‘very happy’.

A dictionary and a rule-based grammar of similes were created in NooJ on the basis of
the results of CQL queries in hrWaC. The grammar may be used for the automatic detec-
tion of similes in a large corpus, e.g. Croatian MaCoCu (Bañón et al., 2022). It may also
serve to identify other structural ypes of similes, e.g. those which follow the pattern verb
+kao/ko(‘as’)+ noun (e.g. raditi kao konj lit. work like a horse ‘work very hard’). Further-
more, the rule-based grammar created for Croatian similes may be extended to other Slavic
languages and adapted depending on the structural type (e.g. Slovene and Serbian vs. Polish
and Russian).
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Neural machine translation (NMT) relies on learning models trained on masses of lan-
guage data. However, in most (commercial) cases, the training data stem heavily from web-
crawled parallel corpora that are often inflicted by diverse flaws. Besides having to first clean
“noise” for smoother processing, a major concern is data that might originate from other ma-
chine translation systems and whose quality is not clear. In addition, details of the source and
the usage license are often lacking, posing a serious setback for NMT enterprises regarding
copyright issues. Another drawback is the relative scarcity of such data for languages other
than English, particularly under-resourced ones.

Acknowledging these and other drawbacks in automatically harvested data (e.g. suiting
specialized languages), last year two Big Tech leaders released multilingual parallel corpora
they created manually from scratch, with English as source language: Amazon announced
the MASSIVE dataset, containing one million ‘segments’ that consist of 20,000 utterances
translated to 50 languages, including typical instructions and questions for training Alexa
virtual assistant (Fitzgerald, 2022); and, Microsoft announced NTREX-128, a dataset based
on nearly 2,000 news text segments translated by human professionals (without post-editing)
to 128 languages (Federmann et al., 2022).

Against this background, legacy lexicography has a lot to offer, as it thrives on deep and
meticulous research by experts into individual languages and across languages, accessible
in systemic, well-structured data representation. Lexicographic resources, especially those
developed for learner’s dictionaries (but also others), incorporate typical linguistic patterns
that are particularly valuable for training language and translation models, thereby improving
the quality of their by-product services – from search engines to chatbots, etc. – including
those for machine translation.

In this talk I will describe these advantages and present a recent lexicography-derived
project aimed at enhancing the performance of NMT training models. We used 260,000
examples of usage from learner’s dictionaries and their translations (i.e. bilingual segments)
for four Korean language pairs. Besides the English Korean set, where 93% of the segments
were translated directly, all the others were joined automatically via a third pivot language
and were reviewed thoroughly, and revised if necessary, by professional translators. Some
of the bilingual segments reoccur in a few of or in all four pairs, making them multilingual,
and some also feature extra lexicographic components that enrich the results, such as domain
labels from the original dictionary entries. I will discuss the superior qualities of dictionary
examples of usage that illustrate typical language patterns, the software methods used to
develop the data, the editorial guidelines for the translators’ work, and the convergence of
human created and curated lexicographic content with auto-generated data.
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The virtual lexicographic laboratories (shortly VLL) are the resources to perform lin-
guistic studies on the basis of a dictionary content in digital medium. In this context we
refer comprehensive explanatory dictionaries giving a thorough and in-depth descriptions
for any language unit in question. However, such detailed description may complicate the
search for a needed information about single unit or a group of units. Therefore, the issue is
how to supply these dictionaries with the proper tools to extract any linguistic information
from the dictionary content.

Figure 1: Sample of the foreign words used in modern Spanish.

This paper offers the authors’ experience in this regard by demonstrating their own de-
velopment – the VLL DLE 23 created for working with the Spanish language dictionary
“Diccionario de la lengua española, 23a ed.” (DLE 23). At present VLL DLE 23 allows
Spanish vocabulary classification, as well as deriving a sample of the head words having
common morphological, semantic and word combination properties. The current version of
the VLL DLE 23 can be accessed at https://svc2.ulif.org.ua/Dics/ResIntSpanish. Examples
of using the VLL interface to perform linguistic experiments are given below.

31



eLex 2023 BOOK OF ABSTRACTS

Figure 2: Monosemantic foreign words in the Spanish language.

Example 1. Let’s make a sample of the words borrowed from other languages. As
a result, the laboratory selected 313 units from DLE 23 (Fig. 1).

Example 2. Wemay want to know the availability of monosemantic words among those
selected in the example 1 (Fig. 2). The total of the words in the sample is 231.

Example 3. By the user’s request the VLL DLE 23 can make a sample of the words de-
noting some specific objects. For example, we can form a sample of the headwords denoting
“instrumento de hierro” (iron tools) in Spanish (Fig. 3).

Figure 3: Sample of the words denoting different kinds of iron tools in Spanish.
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Example 4. Another example is related to studying word combination features of Span-
ish by using different suffixes. In particular we can study the peculiarities of forming derived
words. In the entries such words are described by using different definition patterns like “De
manera...” (In ... way), “Acción de ...” (Action from...), “Que siente...” (who feels...) etc.
The figure 4 shows the sample of the derived words having the meaning “Que siente” (Who
feels smth).

Figure 4: The sample of the derived words in the meaning of “Que siente” (Who feels smth).

The work with VLL DLE 23 project is underway. The next version will offer extended
access to all the entry elements of DLE 23 and their combinations.
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The Czechoslovak Word of the Week is a joint popularization project of the Institute of
the Czech National Corpus and the Ľ. Štúr Institute of Linguistics of the Slovak Academy
of Sciences, that was inaugurated on the occasion of the 30th anniversary of the dissolution
of Czechoslovakia (January 1, 1993). Throughout the year, each and every week, we will be
publishing a new entry on the project website (https://slovo.juls.savba.sk),
written parallelly in Czech and Slovak. We intend to draw the attention of both the Czech
and the Slovak publics (especially the younger generation, for whom the former mutual intel-
ligibility between the two languages no longer holds) to the interesting parallels, but chiefly
the differences, between our two languages. We try to do so in a user-friendly and enter-
taining way, the central part of each entry being a language feuilleton (a very popular genre
in the Czech Republic and Slovakia), supplemented with data drawn from language corpora
(SYN2015, SYN2020, and ORAL v1 for Czech; prim-10.0-public-all and s-hovor-7.0 for
Slovak; the Czech-Slovak section of the parallel corpus InterCorp) and the respective en-
tries from some older monolingual and bilingual dictionaries (Bernolák, 1825; Jungmann,
1835-1839; SSJČ, 1960-1971; SSJ, 1959-1968; KSSJ, 2003; ČSS, 1981; SČS, 1967). In a
way, we see the website as being a dictionary with a fixed macrostructure (52 entries includ-
ing some multi-word units) and a microstructure determined by the order of the individual
components (described in Škrabal & Benko, 2019: 475-476). Thus, our project could be
considered a good example of “invisible lexicography” in practice. The target audience is
presented with various kinds of lexicographic information unobtrusively, covertly, and “in-
visibly,” usually without them having the feeling that they are “leafing through” a dictionary.

At this year’s eLex, we would like to present not only the website itself but also the
database behind it within the software presentation/demo section. Our solution uses modern
web technologies: the JHipster application generator (https://www.jhipster.tec
h/) in combination with the Vue front-end framework (https://vuejs.org/), and
the PostgreSQL database (https://www.postgresql.org/). The application
allows the administrator to easily enter content, including importing and formatting texts
from various sources (dictionary portals, Word documents, etc.), and to use audio samples
from spoken corpora as well. The website itself is graphically based on the Word at Glance
interface (Machálek, 2019, 2020), as the original layout was adapted to the needs of our
project.
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Det Centrale Ordregister (”The Central Word Register”) is a unique and innovative lex-
ical database for the Danish language. Developed by the Danish Language Council, the
Danish Society for Language and Literature and the Centre for Language Technology at the
University of Copenhagen, with funding from the Agency for Digital Government, the COR
assigns unique identification numbers to every lemma and form of the Danish language.

At the heart of the COR lies ”Retskrivningsordbogen”, the official orthographical dic-
tionary of Danish, which provides the foundation for the unique identification numbers. The
Danish Language Council will update this basis whenever the orthography changes, publish-
ing the changes compared to the previous version, ensuring that the COR will always reflect
the orthography of the day while ensuring that existing resources will continue to function
even when the orthography changes.

The COR is divided into three levels, with Level 1 corresponding to the orthographical
dictionary, Level 2 encompassing additional resources from professional language bodies
and Level 3 comprising all other resources, with no restrictions on who can contribute. Ver-
sion 1.0 of Level 1 was released by the Danish Language Council in September 2022. The
Danish Society for Language and Literature and the Centre for Language Technology are
currently working on adding a semantic component on Level 2.

The primary goal of the COR is to create a common key that enables more efficient reuse
of language resources, similar to the way Denmark’s Central Person Register (CPR) allows
different databases containing information about the inhabitants of Denmark to communi-
cate with one another.

The COR database can be easily accessed through a downloadable CSV file or an API,
allowing developers to retrieve ID numbers, lemmas, and forms in either CSV or JSON
format, providing a great example of invisible lexicography.

The project also opens up new possibilities for historical lexicography, as the Danish
Language Council intends to make its previous orthographical dictionaries available in COR
format, enabling users to track the evolution of the language over time, to study historical
texts in a more accurate way and to modify NLP software to work on historic texts.

We will also discuss the development of COR linkers (programs that will assign the cor-
rect COR number to every word in a text) and how these are effectively solving the problems
of part-of-speech tagging and homograph resolution at once. An example of a COR linker
is the Danish Language Council’s CLINK project.

Another aspect of the COR is the ability to use crowdsourcing in lexicography. Users
can contribute their own data and insights, simply by publishing their with data with added
COR ID numbers. This fosters greater collaboration and enables the creation of a plethora
of rich, dynamic resources for the Danish language.

We will explore the benefits and potential applications of the COR and discuss the ex-
citing possibilities this creates for the future of the Danish NLP and language research.
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The present contribution focuses on the topic of example sentences in English monolin-
gual learners’ dictionaries. Example sentences play a major role in pedagogical dictionaries
which are written for advanced learners of English, as they illustrate how words are used
by native speakers of the language and, consequently, how they should be used by second
language learners. They are a necessary element of the microstructure of a dictionary entry
and facilitate the process of learning a foreign language from the point of view of reception
and production. In the digital era of lexicography, it has become common practice for lex-
icographers to supply dictionary entries with multiple corpus examples exhibiting various
types of syntax and collocation patterns (for example, in the Longman Dictionary of Con-
temporary English). This suggests that nowadays online dictionary users are exposed to a
dictionary-using environment encompassing a considerable amount of lexicographic data.
By and large, dictionary users have made it clear that they would prefer to be given more
example sentences in dictionary entries, given the need to improve their English language
production skills. But what does “more examples” actually mean? What is the optimal
number of example sentences in a dictionary entry that benefits dictionary users in practice?
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The Institute of the Estonian Language (EKI) has been developing an in-house dictionary
writing system Ekilex (Tavast et al., 2018, 2020) since 2017. One of its central design prin-
ciples is the symmetry of its data model: the many-to-many relationship between word and
meaning simultaneously accommodates semasiological and onomasiological resources. It is
now being used for compiling the general dictionary of Estonian – EKI CombinedDictionary
(CombiDic - Langemets et al., 2021) – as well as over 120 termbases, with lexicographers
and terminologists working in oppositely oriented views on the same data. Readers can ac-
cess the completed resources in the language portal Sõnaveeb [‘Word Web’]1 (Koppel et al.,
2019).

One of our purposes has been to add more languages to the CombiDic. Russian, French
and Ukrainian (in different coverages) were either incorporated during the process of cre-
ating the initial database or have been compiled later manually. As for English, we started
a new project in 2021 to automatically generate a dataset of English candidate equivalents,
with the aim of designing and testing the whole process for adding other languages in the
future.

The project has involved different (partly parallel) phases: a) collecting available dictio-
nary data and parallel texts and importing the best candidates, b) designing the representa-
tion of near (narrower, wider and approximate) equivalents both in the database and for the
reader, c) developing a specialized view for a lexicographer working with adding a language.

a) Equivalents were gatherd by processing sentence pairs and doing word alignments
using ArgMax matching method (Sabet et al., 2020), which were then gathered in frequency
lists.

b) While exact equivalents are simply related to the same meaning in our symmetrical
data model, near equivalents are represented using relations between meanings, with the
counter-intuitive consequence that not all meanings have designations in all languages. For
the reader, these meaning relations are traversed in order to render a habitual presentation
of near equivalents.

c) In order to semi-automatically compile bilingual dictionaries, a specialized view was
created where the lexicographer is presented with the sense distribution of the headword
with approximately 50 automatically detected candidate equivalents. Lexicographer’s task
is to work through the list of possible equivalents and to drag and drop them to corresponding
senses. If the relevant equivalents are missing, they can be added manually. The lexigogra-
pher can also assign, whether it is the case of a narrower, wider or approximate equivalent.

In this paper we will report on the achievements and the lessons learned during the
project.
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Considerable need for modern Dutch-Persian dictionary was the motivation to create the
first Dutch- Persian learner’s dictionary. The upcoming paper discusses some of the prob-
lems I encountered inmy research to find and implement the suitable solution for making this
e-dictionary based on the four fundaments (bases) of Learner lexicography (the linguistic,
methodical, lexicographic, and technological).

To proceed from the linguistic basis, I defined, for example, which headwords should be
included in the dictionary, and what type of information should be provided for each head-
word. Themethodical basis is a specific item in the Learner lexicography. Information in the
dictionary must be organized in a way that should help the users learn the words in context.
Special attention must be paid to the specifications of the users’ native languages (the target
language) and the speakers’ known difficulties with learning source language (in this case
Dutch). Another valuable item is the inclusion of (interactive) exercises to the dictionary.
The lexicographical basis contains two aspects: 1) the lexicographical approach, and 2) the
macro- and microstructure of the dictionary and the design and layout of the dictionary ar-
ticles. Finally, the technological basis (which deals the most with scientific discussions in
e-lexicography) is about the ways we could develop e-dictionaries, find technological solu-
tions, use existing resources and also make dictionaries suitable for integration into modern
lexicographic platforms and (visible or invisible) into other applications.

The learners’ dictionary consists of three parts: the communicative-productive, the cog-
nitive-receptive Dutch-Persian, and the cognitive-receptive Persian-Dutch.

In the communicative-productive dictionary, a set of frequently used Dutch words has
been collected and given the status of headwords. Each headword has been provided with
a dictionary article (the main entry) that contains linguistic information about the headword
and its use in texts. That set of information includes semantic, phonetical, orthographical,
morphological, syntactic, derivation, collocations, examples, etc.

In the cognitive-receptive part, all words used in the communicative-productive part,
included and provided (only) with translation equivalents. The headwords are also marked
(with a hyperlink) and refer to the related article in the communicative-productive part.

All three parts are components of one dictionary and use a common database. All three
components can be opened via one web-based interface. Dictionary articles are xml-based.
In this way I hope to make the dictionary suitable for publication online or integration into
one if the available dictionary platforms (e.g., Elexis) in the future.

While the work on all three parts of the dictionary is presently underway, the exercise
component is in its design phase and is oriented towards the use of features provided by
opensource tools or modern chat boxes.

These technological aspects will also be discussed in this paper.
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The paper investigates hundreds of newly coined feminine personal nouns from the mil-
itary sphere and how corpus data can be used for their publication in online dictionaries.
Particular attention is paid to the Web Dictionary of Ukrainian Feminine Personal Nouns
(WDUF) (2022, published on r2u.org.ua) and the Alphabet of Feminine Personal Nouns, as
well as their coverage of these lexical items in comparison with other dictionaries. The use
of theGeneral Regionally Annotated Corpus of Ukrainian (GRAC) in the selection of words,
compilation of the dictionary entries and the frequency list of said words are presented. Due
to semantic analysis, five lexico-semantic groups of military feminine terms are determined.
For updating the WDUF, the author argues for the necessity of adding military subject la-
bels to three of them. Using quantitative data from the corpus GRAC, a decision about
the arrangement and quality of derivational alternatives among military feminine terms is
drawn. These findings have affirmed the necessity to combine the approaches of traditional
lexicography with the corpus-based ones, as well as to balance description with prescription.
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The patterns inherent to written text often remain opaque to second language learners
due to the considerable cognitive demands that reading places on working memory. Learn-
ers must attend to the meaning of unknown words, the grammatical structure of sentences,
and the meaning of the text as a whole – and this all simultaneously. One solution for
helping learners to better attend to existing form, function, and frequency patterns within
texts is through systematic visual attention cues, which may offload some of the burden
on working memory. Lex-See is a Chrome browser extension that highlights words within
a user-supplied text in a variety of shades and colors based on underlying corpus-based data
about frequency and word class, and also provides further information about forms, defini-
tions, and phonetic similarity, on mouse-over. Currently Lex-See is optimized for Czech,
a less-commonly taught, morphologically rich language with a clear need for easily accessi-
ble corpus-informed language learning tools, but it is designed to work with any language
for which lemma frequency, form, dictionary, and phonetic data can be supplied.
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This paper presents our ongoing research project to automate the process of controlled
lexicon building.

A controlled lexicon is a set of approved words defined for a specific purpose, such as
controlled authoring and translation (ASD, 2021; Møller & Christoffersen, 2006; Warbur-
ton, 2014). The proper use of a controlled lexicon can prevent textual variation, leading to
improved text consistency and clarity. Although many controlled lexicons have been built
for various purposes (Kuhn, 2014), there have been few examinations of the possibility of
automating lexicon creation. Fundamentally, the process of building a controlled lexicon has
not been well formalized. Miyata & Sugino (2020) presented corpus-based lexicon-building
procedures and proposed the interchangeability of words in actual sentences as a key crite-
rion to identify word variations. Nevertheless, their lexicon-building process mostly depends
on human expertise, and the detailed steps for judging interchangeability have yet to be clar-
ified. Because natural language processing (NLP) technologies based on deep learning have
advanced rapidly, we envisage the effective use of such technologies in this process.

Hence, towards the automation of controlled lexicon building, we have formalized the
lexicon-building process and examined the applicability of various NLP technologies. Fol-
lowing the corpus-based procedures in (Miyata & Sugino, 2020), the process of controlled
lexicon building can be broadly divided into the following two steps:

Step 1. Connect words that are interchangeable to form word clusters.
Step 2. For each cluster, define one word as approved and the rest as unapproved.

In Step 1, to capture interchangeability, we quantify the different levels of word similarity
using various NLP technologies:

(a) General similarity: Word embeddings, such as word2vec (Mikolov et al., 2013), trained
on general domain corpora, such as web text, can be used. Conventional thesauri, such
as WordNet (Princeton University, 2010), can also be used.

(b) Domain-specific similarity: Word embeddings trained on target domain corpora can
be used.

(c) Domain-specific context-aware similarity: Contextualized embeddingmethods, such
as BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019), can be used.

For level (c), we examined the interchangeability of words in example sentences in the
target domain corpus. For example, the verb “delete” can be replaced with “erase” in an ex-
ample sentence “Delete the data”. If this consistently applies to other example sentences in
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the target corpus, we can assume that a controlled lexicon should include either word but
not both to avoid variation. To simulate human judgments regarding interchangeability, we
used contextualized embedding methods to produce vector representations that encode not
only target words but also their context.

In Step 2, we tested several algorithms to define the approved words based on the word
frequency and the linguistic symmetricity of their antonyms. Although the frequency of
words in the target corpus can be regarded as a major factor in deciding the approved words,
the symmetricity of certain word pairs in a lexicon can sometimes precede frequency evi-
dence. For example, if the verb “engage” is already defined as approved, the symmetric verb
“disengage” is likely to be selected as approved instead of a synonymous verb “detach”, even
if the latter is more frequently observed in the corpus than the former. To capture the sym-
metricity of words, we devised language-specific heuristic rules that use linguistic or textual
clues, such as verb constructions (e.g., sa-hen noun + suru construction) and n-gram overlap
at the character level (e.g., “engage” and “disengage”).

First, we explain our overall framework for automating the process of controlled lexicon
building. We then present the results of our pilot experiments applying various NLP tech-
nologies to each lexicon-building step, focusing on English and Japanese verbs observed in
automotive domain corpora. The obtained lists of approved and unapproved words are next
compared with a controlled lexicon manually constructed from the same corpora. These
results suggest to what extent current technologies can help with specialized lexicographic
work.
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The detection, analysis and documentation of neologisms in everyday communication
has a long-standing tradition in German lexicography. The dictionary landscape also in-
cludes rich experience in compiling corpus-based and electronic neologism dictionaries for
many years. However, resources exploiting various new technological options, explicitly in-
tegrating lexical with extra-linguistic information and based on the investigation of users’
needs have so far not been on the market for reference guides for new words.

Last year, a new online resource has been drawn up and designed combining estab-
lished categories with an innovative design andmultiple functions. Its objective is to describe
newly established lexical items of German emerging after 2020 (e.g. *Doomscrolling*, *E-
Football*, *Neobroker*, *Greenflation*, *Klimakleber*, *Energiepreisbremse*). At the
same time, it specifically accounts for user needs as well as for principles of cognitive lex-
icography in terms of contents and design. For this purpose, it was necessary to develop
a good idea about its potential users initially. Hence, we conducted user studies examining
numerous language questions and answers concerning new terms as addressed in internet
forums. These investigations uncovered valuable insights into needs, interest and various
preferred foci. Users’ needs turned out to be very heterogeneous depending on the type
of neologism including questions regarding the pronunciation of Anglo-neologisms, origin
of calques, meaning of new items, gender of new nouns, discursive potential of politically
(in)correct and ambivalent terms, correct spelling of larger compounds etc. Still above all,
we identified a compelling need for a strong link between any new word and its underlying
signified concept, calling for interconnecting linguistic with extra-linguistic knowledge more
effectively.

With a large pool of information at hand, we were able to prioritise specific details and
rethink presentation options. Our insights had a decisive input during the conceptual phase,
particularly on the presentation of lexicographic data. It encompasses combined dictionary
details, linking lexical-semantic data with encyclopaedic information and an interactive dash-
board including data of different formats such as audios, charts, podcasts, recent linguistic
papers, latest entries, current discourse domains and more. This poster presents the funda-
mental ideas and the design behind a new German dictionary of new words which will be
implemented into an online resource. The new reference guide will be part of an existing
online portal and also freely accessible.

48



eLex 2023

An Unsupervised Approach to Characterise the Adjectival
Microstructure in a Hungarian Monolingual Explanatory Dictionary

Enikő Héja1, Noémi Ligeti-Nagy1, László Simon2, Veronika Lipp2
1Hungarian Research Centre for Linguistics, Language Technology Research Group, Budapest,

Hungary, 2Hungarian Research Centre for Linguistics, Lexical Knowledge Representation Research
Group, Budapest, Hungary

E-mail: eniko.heja@gmail.com, ligeti-nagy.noemi@nytud.hu, simon.laszlo@nytud.hu,
lipp.veronika@nytud.hu

Keywords: microstructure of adjectival entries; Hungarian monolingual explanatory dictio-
nary; adjectival polysemy; data-drivenword sense induction; graph-basedmethods; word2vec
representation

Finding how to properly partition themeaning-space of a lexeme poses a well-established
difficulty both in bilingual and in monolingual lexicography (Adamska-Sałaciak, 2006; At-
kins &Rundell, 2008; Hanks, 2012; Véronis, 2003). This problem is evenmore pronounced
in the case of polysemy: as far as we know, there is no widely used distributional definition
of polysemy which could allow for more data-based and thus, for more objective meaning
distinctions (Geeraerts (2009)).

Therefore, our basic objective is to investigate to what extent a certain quantitative tech-
nique is applicable to compile a Hungarian monolingual dictionary in the case of adjectival
polysemy.

Extending the work described in Héja&Ligeti-Nagy (2022), the planned presentation is
centered around three topics: first, we introduce four distributional criteria to distinguish be-
tween polysemic meanings based on the notion of near-synonymy (cf. Ploux&Vittori 1998),
which is closely related to the distributional conception of synonymy (cf. Frege 1892). These
criteria make it not only possible to anchor various sub-meanings to observable contexts, but
also yield interpretable sense distinctions modeling human intuition. Secondly, we describe
a simple graph-based unsupervisedmethod to automatically retrieve the adjectival polysemic
meanings from corpora along with their relevant nominal contexts. Most importantly, we
also present to what extent our results can be deployed in the creation of a Hungarian mono-
lingual explanatory dictionary.

Although graph-based word sense induction (WSI) is a rather elaborated branch of NLP
(Biemanni, 2006; Dorow et al., 2004; Pelevina et al., 2016) we are not aware of any lex-
icographic work that relies on the findings of this field. This fact is even more striking in
the light of the emergence of static dense vectors (Mikolov, 2013, Pennington et al., 2014)
that provided us with an easy-to-use representation of words. Still, these representations are
underrepresented in the graph-based WSI literature.

After extending the method in Héja&Ligeti-Nagy (2022) to yield higher coverage, we
found that it may also be sufficient for lexicographic purposes. Therefore, in our planned
presentation the results are put into practice and a closer look is given to what extent the
technique is able to facilitate the work of expert lexicographers to craft the adjectival mi-
crostructure in the new version of The Explanatory Dictionary of the Hungarian Language
(EDHL). The aim is to compile an up-to-date online dictionary of contemporary Hungarian
(2001–2020) via corpus-driven methods (Lipp&Simon 2021). Our experiment is motivated
by the fact that adjectives are difficult to divide into senses (Moon, 1987): it is hard to analyse
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them in isolation because they are essentially an aspect of the modifying noun (Stammers,
2008).

According to our expectations, the automatically extracted adjectival subsenses provide
the lexicographers with a ready-to-use adjectival microstructure, hugely facilitating their
work. A sample of automatically extracted polysemies along with their salient nominal con-
texts (clustered into semantic classes) will be compared to the relevant microstructures of
an existing traditional explanatory dictionary from multiple perspectives, such as coverage
and most importantly, the motivatedness of meaning distinctions.
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In digital lexicography, user involvement provides an opportunity to enhance the rele-
vance, quality, and prompt accessibility of language resources. A state-of-the-art example
of this is Thesaurus of Modern Slovene, which incorporates user participation to improve
its automatically created content. The Thesaurus allows users to suggest new synonym can-
didates, as well as evaluate existing ones. User-suggested synonyms are displayed in the
dictionary interface, but only those that have received lexicographical approval are included
in the openly accessible dictionary database for wider usage. To shed light on the other-
wise invisible lexicographic decision-making processes and develop editorial protocols that
align with the opinions and needs of dictionary users, we studied the difference in how lex-
icographers evaluate user-suggested synonyms versus how dictionary users evaluate them.
We conducted an evaluation campaign with nearly 1,000 user-suggested synonyms from the
Thesaurus of Modern Slovene. The evaluation set was assessed by a total of 42 evaluators,
divided into 7 user groups based on their profession or interests: lexicographers, translators,
teachers, students etc. This paper focuses on the lexicographers’ data presented against the
background of the other groups’ responses and comments. We tested 4 hypotheses about
lexicographers as an evaluator group: (1) their evaluation would be more consistent and the
Inter-Annotator Agreement (IAA) would be higher than in other user groups, (2) they would
argue their decisions in more detail, (3) they would identify more potential problems than
other groups, while being (4) more rigorous in their decisions and more reserved to include
user suggestion. After the evaluation, IAA was calculated in all user groups using Krippen-
dorff’s alpha and entropy, and the evaluators’ comments were classified into bottom-up cat-
egories. The data was statistically analysed and compared within each group and between
groups. Results show that some initial assumptions were correct, e.g., the lexicographers
gave the most arguments explaining their judgement and most often identified shortcomings
in the suggested synonyms, while others proved to be wrong, e.g., they scored the second
lowest IAA among all the participating groups, as well as the highest number of pairs with
tied answers (where half of them chose one option and the other another). Interestingly, they
also had the lowest number of user-suggestions they found entirely inappropriate for the in-
clusion in the database. We discuss the possible reasons for the results presented, explain
the limitations of the evaluation, and emphasise the value of the observed differences for the
further development of language resources, especially responsive dictionaries, of which the
Thesaurus of Modern Slovene is an example.

52



eLex 2023

Structuring the Dictionary Entries of Unrecorded Korean Lexical
Items Based on their Type and Applicability
Jun Choi1, Jinsan An2, Minkyu Sung2, Kilim Nam2

1Chonnam National University, 2Kyungpook National University
E-mail: c-juni@daum.net, siveking@naver.com, dse4062@naver.com, nki@knu.ac.kr

Keywords: unrecorded lexical items; database type; Instant Messenger Corpus; Korean
Neologism Investigation Project resources

Lexicography has now become an independent academic field, having undergone many
changes from the so-called ‘corpus revolution (Rundell & Stock, 1992; Hanks 2012)’ to the
development of ‘user-generated content’ (Rundell et al. 2015)’, but still facing many chal-
lenges. The advent of the web may have resolved the spatial limitations of print dictionaries
and built a bridge between lexicographers and dictionary users, but dictionaries now need
to reflect the linguistic dynamics all the more quickly as language ever changes in the era of
new media.

Unrecorded lexical items in particular, which extensively appear in instant messaging
and on the web, include, amongst other things, non-standard expressions, unethical expres-
sions, and variants of language expressions such as emoticons, with particular meanings and
functions. While these are frequently used semantic units, they are excluded from headword
selection. Cook (2010, 2012), Breen (2017), and Breen et al. (2018) have pointed out the
necessity of including such lexical items within the scope of dictionary headwords from the
perspective of natural language processing. This study aims to address such linguistic and
lexicographic changes, by extracting all unrecorded Korean lexical items from a 2.4 million
ecel (Korean word unit) Instant Messenger Corpus and classifying them according to their
practical applicability in natural language processing. The authors define ‘unrecorded lexical
items’ as any item that requires analysis in natural language processing in the age of artificial
intelligence but has not been included in lexical resources. These items have been organized
in a database, classified into three types based on their characteristics in terms of theoretical
and applied linguistics.

First, the Lexicographic Data Type corresponds to the unrecorded lexical items that need
to be described after existing dictionary entries. The second type, namely the Annotation
Data Type, includes the items that can be used for analysis and processing based on a rela-
tively concise description. Finally, the Equivalent Data Type regards the unrecorded items
that have a standard equivalent in the dictionary.

The data under study consists of a list of potential unrecorded items compiled from
the Instant Messenger Corpus (2019-2021) and the Korean Neologism Investigation Project
resources (2012-2022). The list has been compared to the macrostructure of the Korean
language dictionary Urimalsaem which comprises 1.2 million headwords, to extract auto-
matically a selective list of unrecorded lexical items, which have been manually evaluated to
compile the final list of unrecorded items and divided into the three aforementioned types.
The next step will be to build a three-type entry dictionary based on the needs of natural
language processing.

This research is hoped to contribute to the discussion on lexicographic compilation and
criticism by expanding the scope of the macrostructure and the microstructure of the dic-
tionary, and participate in the shift in perspective from the stabilized framework of print
dictionaries to the new framework of the digital era.
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This paper reports on a series of experimentations on word sense induction (WSI) we
conducted on a corpus of Buddhist Sanskrit literature. Our corpus is small, comprising
about 7 million words, and extremely few resources are available for the gamut of Sanskrit
varieties it includes. The objective of our experiments has been to introduce a degree of
automation in the labour-intensive lexicographic task of matching citations for a lemma to
the corresponding sense of the lemma.

For this purpose, we construct a Buddhist Sanskrit WSI dataset consisting of 3110 sen-
tences with manually labeled sense annotations for 39 distinct lemmas. The WSI dataset
is used for fine-tuning and evaluation of three distinct transformer-based language models
(Devlin et al., 2019), pretrained on a corpus of Buddhist Sanskrit literature. More specifi-
cally, each model is trained on the binary classification task of predicting whether the target
lemma in two concatenated sentences containing the lemma has the same sense or not.

The binary predictions produced by themodels are used for clustering of lemma sentence
examples into distinct lemma senses. We propose a novel clustering solution, which relies
on building a (0,1)-adjacency matrix for each lemma, in which ones indicate whether pairs
of vertices (in our case sentences) are adjacent (i.e., contain lemmas with the same sense) in
the graph. The rows in the matrix are used for construction of initial clusters, i.e. we create
a cluster containing the target vertice and its adjacent sentences for each example. To obtain
the final clusters, the initial clusters are merged by recursively combining the clusters with
the largest intersection up to a predefined threshold of minimum intersection or maximum
number of clusters.

The obtained clusters, representing sense distributions for each lemma, are evaluated in
two 5-fold cross-validation scenarios. In the first scenario, we test how well do the obtained
clusters represent the true sense distribution of new unseen (polysemous and monosemous)
lemmas not used for model training. Using our novel methodology, we report the Adjusted
Rand Index (ARI) score (Hubert & Arabie, 1985) of 0.208 and an F1-score (Manandhar
& Klapaftis, 2009) of 80.36%. In the second scenario, we test how well do the clusters
represent the true lemma sense distribution when classifier is tested on new unseen sentence
examples for polysemous lemmas used for model training. Here, we report the best ARI
score of 0.300 and an F1 score around 76%.

Overall, the proposed approach outperforms several state-of-the-art WSI baselines, is
the first WSI solution employed for Buddhist Sanskrit and will be used for creating novel
lexicographical resources for Buddhist Sanskrit. The dataset, models and code will be made
freely available after the publication of the paper.
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Valency dictionaries such as VerbNet (Kipper et al. 2006), Verbnet (Danlos et al. 2016)
or Lefff (Sagot 2010) are useful in many natural language processing applications, in partic-
ular for rule-based natural language generation. This type of dictionary indicates precisely
how a predicate expresses its arguments in syntax, including information on selected part-
of-speech, preposition or case. However, the way a word expresses its arguments can change
significantly depending on its sense.

For example, the verb change requires a direct object when it means ‘alter or modify’,
as in The discussion has changed my thinking about the issue, but with the sense ‘undergo
a change, become different’, as in She changed completely as she grew older, then there
is no object at all (examples taken from WordNet (Miller, 1995)). Therefore, a valency
dictionary must distinguish at least the main senses of a lemma. Constructing this kind
of resource manually, however, is very costly in both time and money, and requires highly
trained staff. Our goal is thus to automate the construction of a valency dictionary, focusing
on French verbs. This paper presents how we tackled an important subtask: automatically
identifying the polysemy of verbs.

Since our goal is to produce a resource entirely automatically, we want to use raw data as
material and rely on as little external resources as possible. This comes down to a word sense
induction (WSI) task, but with an ulterior goal. Several WSI techniques have been intro-
duced as early as the 1990s (e.g., context clustering (Schütze, 1998), word clustering (Lin,
1998) or cooccurence graphs (Véronis, 2004)). However, the field has been revolutionized
with the arrival of Transformers (Vaswani et al., 2017), which can produce high quality con-
textualized word embeddings in several languages. In this paper, we will explore the use of
transformers in WSI.

We tackled this task in two main steps: first, we extracted contextualized vectors of the
sentences in the FrenchSemEval evaluation dataset (Segonne, Candito, and Crabbé, 2019)
with one language-specific model, CamemBERT (Martin et al., 2019), and two multilingual
models, XLM-RoBERTa (Conneau et al., 2019) and t5 (Raffel et al., 2020). This dataset
is comprised of around 50 sense-annotated examples of 66 different French verbs in con-
text. Then, we tested three unsupervised clustering algorithms that don’t require to know the
number of clusters beforehand: Affinity Propagation (Dueck, 2009), Agglomerative Clus-
tering (Szekely et al., 2005) and HDBSCAN (McInnes and Healy, 2017). The best results
were achieved with CamemBERT vectors clustered with Agglomerative Clustering, attain-
ing a BCubed F1 score (Amigó et al., 2009) of 65.2 %. As a comparison, the FlauBERT
team (Le et al., 2019), also using CamemBERT vectors, attained an F1 score of 50.02 %
on the same dataset, although they used a supervised method and measured their results
with the traditional F1 score. Our experiments confirm the potential of unsupervised meth-
ods to identify verb senses, and indicate that monolingual language models are better than
multilingual language models for WSI tasks involving a single language.
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Much research and development is being done by numerous companies on writing as-
sistants, for example, Grammarly (https://www.grammarly.com/), Linguix (ht
tps://linguix.com/) and Ginger (https://www.gingersoftware.com/).
Most of these writings assistants work on text production in one language only, but some
provide assistance in multiple languages, such as LanguageTool, which provides assistance
in more than twenty languages (https://languagetool.org/).

Most assistants work in resource-rich languages. In this paper, we describe some fea-
tures of two pioneering writing assistants developed for Sepedi, a lesser resourced language
of Southern Africa. Current and future compilation of writing assistants for Sepedi should
be inspired by these two successful efforts, the Sepedi Helper (Prinsloo & Taljard, 2019;
Prinsloo, 2020; Sepedi Helper, nd) and the Copulative Decision Tree (Prinsloo & Bothma,
2020), in which invisible lexicographic strategies played a major underlying role. User stud-
ies revealed that the Sepedi Helper is very useful tool for students learning Sepedi (Prinsloo
& Taljard, 2019; Prinsloo, 2020). The Sepedi Helper provides access to constructing Sepedi
sentences via Sepedi or English words, and makes use of a fairly basic translation dictio-
nary. It therefore could not utilise any detailed grammatical and semantic descriptions. We
foresee that a much more complex database structure with access to much more detailed
grammatical and semantic features is required. In addition to standard grammatical fea-
tures, we foresee that the database should also have access to and be integrated with other
functionalities, which include:

1. Underlying grammatical rules;

2. Underlying key grammatical features, e.g. nouns, pronouns and concords;

3. Linking to processed and raw corpus data;

4. A text production verification system, based upon corpus queries to find exact matches
of texts produced or near matches or part-of-speech matches.

In constructing a sentence, the system leads the user step by step through the complex
grammatical rules and lexical items to arrive at a grammatically correct sentence. In this
sense, the system also has a didactic function, i.e., computer-assisted language learning
(CALL). The user involuntarily learns grammatical rules based on the choices they make.
However, the user can also directly consult brief pop-up sections in which the specific lan-
guage rule is explained in more detail, by clicking on a “read more” button that provides
a summarised version of grammatical rules, or even drill down to more detailed descriptions
or outer texts of dictionaries or grammars for further explanations. All the extra informa-
tion is provided on demand (as demonstrated in the Copulative Decision Tree and the Sepedi
Helper), and the user is not confronted with an information overload.

The usability of such a next generation writing assistant depends to a very large extent
on the nature of an enriched lexicographic database.
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In view of the growing demand for publications of academic texts and for the dissemi-
nation of studies in national and international congresses, the development of specific lexi-
cographic tools that can assist with academic writing is fundamental. Some resources are al-
ready available, such as dictionaries of academic language (e.g., Oxford Learner’s Dictionary
of Academic English; The Louvain EAP Dictionary (https://leaddico.uclouvain.be/) and
writing assistant tools that have a lexicographic component (e.g., ColloCaid, Frankenberg-
Garcia et al., 2019; HARTAes-vas, Alonso-Ramos & Zabala, 2022; Gracia-Salido et al.,
2018). As can be seen, some languages are better equipped with this type of resources
than others. However, dictionaries whose unique focus is on academic collocations are, to
the best of our knowledge, still unheard of in any language. The objective of our research
project is to contribute to filling this gap by creating Online Dictionaries of Academic Col-
locations. Initially, English and Brazilian Portuguese will be the languages covered, but we
intend to include more languages in the next phases of the project. During this three-year,
publicly funded research project CNPq, Process nr. 409178/2021-7, our main objectives
are: a) to develop a methodology for the creation of corpus-driven academic collocation
dictionaries and b) to improve an existing dictionary writing system and an end-user inter-
face (PLATCOL, Orenha Ottaiano, 2020; Orenha Ottaiano et al., 2021a; Orenha Ottaiano
& Silva 2021b) for the purposes of this project. To achieve these goals, we will first establish
criteria to define academic collocations and develop a method for the automatic identifica-
tion and extraction of these collocations (based on Kuhn, 2017). In addition, we will adapt
PLATCOL’s existing Dictionary Writing System and End-User Interface to meet the macro
and microstructural characteristics of the Academic Collocations Dictionaries. By the end
of the project, we will publish prototypes of these two dictionaries in an online platform.
With a tested methodology of dictionary-making and fully functional adaptations to the dic-
tionary writing system and end-user interface, we will be able to move to a new phase in
which not only will we work on turning the prototypes into fully fledged dictionaries, but we
can also include additional languages.
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Although general dictionaries are not expected to provide encyclopaedic knowledge, lex-
icographers seem also to agree that the quantity of real-world information depends on the
user’s familiarity with specific culture (Atkins and Rundell, 2008: 424). This is particularly
true of historical dictionaries since their users will usually require more guidance in contex-
tualising linguistic description of terms related to social life (e.g. kinship, administration,
economy), culture (e.g. deonyms, “emotion words”, virtues), science or crafts.

The DARIAH.Lab Project1 aims, among others, at modelling a number of lexical re-
sources for Polish as linked open data. Converted to digital form, this large dataset represents
diachronic, diatopic, and diastratic variation and is currently being interlinked and mapped
to external resources. In this paper, we discuss methodological issues which arose during
the SKOS modelling (2009) of three diachronic dictionaries, namely, the Onomasiological
Dictionary of Old Polish (DOPol)2, the Dictionary of Polish Medieval Latin (DMLat)3, and
the Electronic Dictionary of XVII-XVIII century Polish (D17Pol)4. This case study focuses
on phytonyms, since they cross the boundary between real-world and linguistic knowledge
and have been traditionally defined by explicit reference to scientific taxonomies, a feature
which makes them natural candidates for any LOD project.

We start with discussing the strategies adopted in defining plant names as they not only
tend to differ significantly between different dictionaries, but also are often inconsistent
within a single, usually paper-born work. To name just a few:

• domain labels, such as bot. for ‘botanical’, are applied both to terminological units
and general language lexemes;

• regular polysemy (Apresjan, 1974), a phenomenon systematically occurring in phyto-
nyms, may be encoded in the form of separate senses or embedded in the definitional
string.

The formal features and inconsistencies have a major impact on the interpretation and
extraction of conceptual knowledge. The lack of clear distinction between general and ex-
pert use of a term is misleading as they both entail significant differences on the categoriza-
tion level. Another common feature in defining phytonyms, namely providing their Latin
names, is not without its problems either. After all, the dictionaries describe language reality
predating Linnaean and modern classification systems which may not fit with the premod-
ern conceptualisation of the natural world. Consequently, the relation between a historical
phytonym and its scientific designation is by no means one of identity.

1https://lab.dariah.pl/en/
2https://spjs.ijp.pan.pl/spjs/strona/kartaTytulowa
3http://elexicon.scriptores.pl/
4http://sxvii.pl/
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Although general dictionaries are not expected to provide encyclopaedic knowledge,
lexicographers seem also to agree that the quantity of real-world information depends on the
user’s familiarity with specific culture (Atkins and Rundell 2008: 424). This is particularly
true of historical dictionaries since their users will usually require more guidance in
contextualising linguistic description of terms related to social life (e.g. kinship,
administration, economy), culture (e.g. deonyms, “emotion words”, virtues), science or crafts.

The DARIAH.Lab Project aims, among others, at modelling a number of lexical resources for
Polish as linked open data. Converted to digital form, this large dataset represents diachronic,
diatopic, and diastratic variation and is currently being interlinked and mapped to external
resources. In this paper, we discuss methodological issues which arose during the SKOS
modelling (2009) of three diachronic dictionaries, namely, the Onomasiological Dictionary of
Old Polish (DOPol), the Dictionary of Polish Medieval Latin (DMLat), and the Electronic
Dictionary of XVII-XVIII century Polish (D17Pol). This case study focuses on phytonyms,
since they cross the boundary between real-world and linguistic knowledge and have been
traditionally defined by explicit reference to scientific taxonomies, a feature which makes
them natural candidates for any LOD project.

We start with discussing the strategies adopted in defining plant names as they not only tend
to differ significantly between different dictionaries, but also are often inconsistent within a
single, usually paper-born work. To name just a few:

- domain labels, such as bot. for ‘botanical’, are applied both to terminological units
and general language lexemes;

- regular polysemy (Apresjan 1974), a phenomenon systematically occurring in
phytonyms, may be encoded in the form of separate senses or embedded in the
definitional string.

Figure 1:

These problems only accumulate when interlinking dictionaries. To demonstrate them,
we will discuss the example of 14th-18th century terms referring to ‘gooseberries’ which
shows the extent to which manual analysis and a careful interpretation of the definition scope
is sometimes required (Figure 1).
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Cultural aspects of specialized discourse are underrepresented in terminological resour-
ces, which may respond to the complexity of reflecting the cultural component in the de-
scription of terms and concepts. Culture is generally understood as the ways of life, cus-
toms, knowledge and degree of artistic, scientific, and industrial development of a group of
people. A discourse community (Swales, 1990, 2016) is related to culture in the sense that
it is a group of people that communicate for a purpose and share the same goals. Politicians
can be considered a discourse community that is subdivided into subcommunities according
to where they stand on the political and ideological spectrum. The interrelations between the
discourse community of politicians, the media and the general public make ideology an es-
pecially complicated cultural aspect to convey in terminological resources. However, the
way politicians convey scientific knowledge for their specific political goals must be taken
into account. A terminological resource should provide the necessary information to under-
stand the political perspective taken in discourse on the environment or to choose the most
adequate term variant to write a text on environmental issues with a specific political goal in
mind.

Term variants often respond to the cognitive intention of the speaker and may influence
the way a concept is perceived by the recipient (Cabré 2008). They can be used deliber-
ately to reflect multidimensionality, imprecision or ideological attachment. Politicians are
well aware of the power of term choice and use it accordingly. Despite the need for clar-
ity and accuracy in environmental communication to act on climate change (Federici and
O’Brien, 2019), as in all specialized domains, environmental concepts and terms are subject
to dynamism and variation (León-Araúz, 2017). For instance, climate change, climate crisis,
climate emergency or even the newly-coined climate breakdown can all be regarded as term
variants of the same concept, each seeking a different reaction.

To study term variance from an ideological perspective, we used two corpora currently
available in Sketch Engine (Kilgariff et al., 2004): Spanish parliamentary debates, and En-
glish parliamentary debates (ParlaMint 2.1) to identify the term variants related to climate
change. We then selected a sample of excerpts balanced in terms of political ideology and
annotated it according to the frames present as defined by Bolsen and Shapiro (2018). The
results showed how the political spectrum changes across national parliaments and how dif-
ferent ideologies frame climate change through different conceptual features and discursive
strategies (e.g. relating the concept to human health, economic or biodiversity issues).

Finally, we explain how to represent climate change from an ideological perspective in
terminological resources in conceptual, linguistic and graphic modules. We consider ideol-
ogy to be one of the cultural dimensions of terms and our intention is to explicitly represent
the “ideological distance” between scientific knowledge on climate change and where certain
political stances are situated on the political spectrum.
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The development of computer-aided systems for extracting good sentence evidence from
large corpora for use as dictionary evidence was first presented by Kilgarriff (2008) and
applied to German (Didakowski, 2012). The focus of these rule-based systems, as well
as their follow-on systems, has been on extracting example sentences with the high quality
according to a predefined set of parameters. These systems aremainly used in large reference
dictionaries as initial corpus filters, from which candidate lists of good example sentences
are extracted, which are then curated either on the publishing platforms without further
post-processing or subsequently by lexicographic expertise.

Less consideration was given to another, no less important aspect in these systems: how
to compile evidence for a word from large corpora in such a way that it reflects the range of
usage of the word as much as possible, ideally representing the entire spectrum of meanings
of the word. In the above-mentioned systems, this desideratum is not included. In particular,
the exclusive use of a system based on the example sentence quality of a sentence may lead
to the selection of many example sentences that are similar to each other. For example,
semantically approximating duplicates or syntactic text templates may receive the highest
scores, but together be of poor variation.

This question of how to achieve a balanced range of variation in corpus documents was
the starting point for EVIDENCE, a DFG-funded project that aims to develop a solution
to precisely this problem based on machine learning methods. In contrast to the rule-based
systems mentioned above, the system developed in EVIDENCE is not parameterized by the
developers, but the system learns interactively during annotation processes by users of the
system (Boullosa 2017; Simpson & Gurevych 2020); a more recent implementation of the
system is based on neural networks (Hamster/Lee 1, forthcoming).

In our approach, the tradeoff between good sentence evidence on the one hand and the
greatest possible variety, on the other hand, is formulated as a dual optimisation problem.
As a result of the analysis, lexicographers receive a clustered result set that can be ordered
according to different parameters (semantic, syntactic, and metadata, such as text types or
time periods). The preference parameters can be dependent on the existing sentence records
of a lemma, but can also reflect the individual preference of the users. The latter can be help-
ful to identify possibly unconscious biases in the curation of sentence evidence. On the one
hand, the preference parameters collected on training data can be used to apply the example
sentence selection to new corpora, but on the other hand, they can also be used to obtain
example sentences for words outside the headwords of the training data (generalisation).

We present an application for comparative evaluation of example sentences using the
best-worst scaling ranking method, which are used to train a machine evaluation model. In
addition to presenting the system developed as a web app (Hamster/Lee 2, forthcoming), we
demonstrate its functionality using some selected examples.
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Extensive preparations for and the formalization of a dictionary entry design precede the
initiation of any lexicographic project and the creation of dictionary material, but certain
unexpected theoretical and practical issues can often arise while creating a dictionary. For
the authors of the e-Glava online valency dictionary (Birtić, Brač and Runjaić, 2017), this
was the correct categorization of dependents into arguments or adjuncts for certain verbs.
The authors’ discussions on this theoretical issue during the lexicographic work eventually
turned into an incentive for a full-scale research work, so the 4-year project Syntactic and
semantic analysis of arguments and adjuncts in Croatian (with the acronym SARGADA)
was launched in 2020.

The main objective of the project was to determine the criteria and tests (Forker, 2014;
Toivonen, 2021) for the distinction of arguments and adjuncts in the Croatian language, as
well as to apply those criteria to the building of the syntactic repository SARGADA. This
repository directly arises as a by-product of the research of ambiguous syntactic parts, where
it’s difficult to determine an arguments/adjunct status of the syntactic phrase. Therefore,
the syntactic repository SARGADA won’t be similar to prototypical digital resources, like
dependency treebanks (Hajič et al., 2018), valency dictionaries (Jezek et al., 2014), or lexical
databases with elaborated systems for marking semantic frames (Fillmore and Baker, 2009).

This paper aims to present the process of developing the database, starting from the
theoretical idea of organizing and tagging ambiguous syntactic parts. In the first phase of
preparation, a list of 130 Croatian verbs was compiled. After additional analysis, it was clear
that some of these verbs have different meanings that involve various valency patterns so we
are operating with 130 lemmas. Those groups of syntactically ambiguous parts that occur
with certain verbs were examined, and verbs in the repository are classified into so-called 13
“macrogroups”. This part of the process was, to the greatest extent, methodologically com-
patible with standard lexicographical procedures. In the next phase, these verb lemmas were
searched for in the corpora. Based on the research in various Croatian corpora, sentences
were selected that will serve as examples for testing ambiguous parts in the repository, which
was technically developing along with it. Finally, we have chosen a tag set of 11 syntactic
tags for unquestionable parts of sentences (“manual parsing”), and also a set of 7 diagnostic
tests, based on which it will be expressed numerically and in percentages whether the tested
part of the sentence is an argument or an adjunct.

In the final part of the paper, examples of testing the distinction between arguments and
adjuncts in the repository SARGADA will be shown. According to them, a possibility of
connecting the presented records of verb lemmas with already finished dictionaries will be
considered, as well as the possibility of using the methodology and the results of diagnostic
tests for the next phase of the valency dictionary.
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This article aims to present the Dicionário da Língua Portuguesa (DLP), a Portuguese
lexicographic resource of the Academia das Ciências de Lisboa (ACL), which will be made
available (free access) to the public in the coming months.

In an introductory section, we frame DLP in the European lexicographic scenario, in
what is called the ‘academy tradition’ (Considine, 2014), i.e., the dictionaries produced by
academies, making, then, a brief retrospective of the various editions of academy dictionar-
ies, from the beginning to the present day. Despite the commitment and effort of several
academicians, the ACL has only three dictionaries published to date, two of which are in-
complete, i.e., they remained in a single volume (letter A) published in 1793 and 1976. The
third, the Dicionário da Língua Portuguesa Contemporânea (DLPC), was published in two
volumes (A-F, G-Z), which served as the starting point for the lexicographic resource that
will now be made available through the Instituto de Lexicologia e Lexicografia da Língua
Portuguesa (ILLLP).

The DLP project started with the conversion of a PDF file corresponding to the paper
edition of the DLPC to an XML document (Simões et al., 2016) to which a customised P5
scheme of the Text Encoding Initiative (TEI) (TEI Consortium) was applied after defining
the microstructural model of the lexicographic articles and the main markers/labels. This
scheme conforms to the TEI Lex-0 guidelines (Tasovac et al., 2018) DLP’s initial editing
support was the Oxygen XML Editor, which was in use but has gradually been replaced by
a new editing environment, LeXmart (Simões & Salgado, 2022).

The new project corresponds to a partially revised version of the DLPC with the intro-
duction of thousands of lexicographic articles—compared to the previous edition (69,426
entries)—and a goal to reach 100,000 entries. For the construction and consultation of
an ad-hoc corpus, a Sketch Engine license was recently purchased (Kilgarriff et al., 2014).

Our presentation will focus essentially on the following areas:

1. Presentation of the workflow of the new project, from its conception to the final prod-
uct, and of LeXmart as a support for editing (revision and addition of new articles) and
management of the lexicographic content (status of the articles, reports, and above all,
the need to obtain reports to send to academicians).

2. Presentation of the DLP model and general characteristics (structure of dictionary
articles, typographical conventions, data, metadata, etc.).
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3. The recent revision work was carried out by a team of five people hired to correct
the main conversion errors that persisted. The most problematic (for example, the
distinction between collocations, usage examples, and citations; structural division of
categorical homonyms; examples that are wrongly split by the presence of punctuation
marks; decisions taken to present the spellings before and the new spelling in effect,
etc.) will be duly systematised and explored here.

4. The main changes introduced compared to the previous edition, mainly as a response
and adaptation of the retro-digitised version of the DLPC to the digital environment,
namely the representation of articles online.

5. Measures implemented to guarantee the quality and preservation of the new resource
in the long term.
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Middle Persian was spoken in the province Persis (Fārs) in the first millennium CE. It
served as the official language of the Sasanian Empire (224 - 651 CE), a dominant power
beside the Roman Empire during late antiquity. Middle Persian derives from Old Persian,
the language spoken in the same area until the third century BCE. In the last centuries of the
first millennium CE, Middle Persian has developed into New Persian, the major language of
people in today’s Iran, Afghanistan, and Tajikistan.

The project ’Zoroastrian Middle Persian: Corpus and Dictionary (MPCD)1 will develop
an exhaustive Middle Persian-English dictionary along with a digital corpus of Zoroastrian
Middle Persian texts. These texts form the largest sub-corpus of the Middle Persian corpus.
Based on Middle Persian codices from the 13th to 17th centuries CE, the corpus comprises
approximately 54 texts with nearly 700,000 tokens. It will be annotated meticulously with
layers of orthographical, grammatical, semantic, and intertextual data. The goal of this
project is to offer a rich resource for the exploration of the Middle Persian language and
literature through detailed and multifaceted annotations.

In our paper, we discuss the technical aspects of the project, with a specific focus on the
modeling of the dictionary and the corpus. We discuss their connection and emphasize why
their integration is crucial to enhancing the search functionality, which is key to the project’s
success. The dictionary’s digital construction involves a backend infrastructure developed
in Django, paired with a user interface frontend developed using React.js. To enhance the
search functionality of our Middle Persian-English dictionary, we are integrating semantic
search capabilities. Our ultimate objective is to render the MPCD accessible to the scholarly
community. We aspire to catalyze further research in the field of Middle Persian language
studies and digital lexicography by offering a user-friendly, web-based platform.

1https://www.mpcorpus.org
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TheKosh Suite1 is a comprehensive software framework formanaging and accessing lex-
ical data in XML (eXtensible Markup Language) format. With a few configuration settings,
Kosh provides REST and GraphQL APIs for lexical XML data. XML, a popular format
for lexical data, enables a structured way to store and share information. The use of tags in
XML allows for the identification of various elements of the data, including but not limited
to words, definitions, and examples. These tags enhance data understanding and navigation,
providing clear demarcation of different elements and their interdependencies. XML en-
ables parsing and processing by computer systems. This facilitates automated indexing and
searching of data, which is especially useful for analyzing large datasets.

The framework’s backend is based on Elasticsearch, a search engine, to index the lexical
data and make it searchable. The indexed data is then exposed through two APIs per dataset:
a REST API and a GraphQL API. The REST (Representational State Transfer) API, a stan-
dard for creating web services, enables communication between different systems over the
internet. It follows a client-server architecture and allows read operations on the indexed
data, which is compatible with a wide range of programming languages and frameworks.
The GraphQL API, conversely, allows clients to precisely request the data they need, mak-
ing it more flexible than a REST API. It also supports nested queries and retrieving multiple
resources in a single request. Having both a REST and GraphQL API available for each
dataset makes the Kosh Suite a versatile tool for managing and searching lexical data.

The Kosh Suite’s frontend, developed using React.js and customized with Tailwind CSS,
provides a user-friendly interface for searching indexed lexical data. A unique characteristic
of the Kosh Suite is the provision to tailor search fields via JSON, enhancing the searcha-
bility and accessibility of indexed lexical data. This feature enables the users to shape the
search experience to better suit their requirements, thereby improving the efficiency of data
exploration. The Kosh Suite can be deployed on both frontend and backend using Docker,
offering flexibility in operation and ensuring a consistent integration with various system ar-
chitectures. The Kosh Suite’s proven reliability in various research projects and the recent
integration of a frontend component affirm its value in lexical data management and search.

1https://kosh.uni-koeln.de
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This paper presents an assessment of the content available on ReliefWeb’s API for its
suitability as a domain-specific corpus. ReliefWeb (https://reliefweb.int/) is
a service managed by the United Nations Office for the Coordination of Humanitarian Af-
fairs that aggregates publicly available documents related to current humanitarian issues. It
contains nearly a million texts that span half a century and represent thousands of diverse
actors. While this data could be of significant value for corpus-based research into humani-
tarian discourse, an analysis of its composition and features is needed to guide its utilization.

The corpus created for assessment includes the majority of reports available on Re-
liefWeb, focusing on those written in English from the year 2000 onward. These constitute
nearly 660,000 texts and over 430 million tokens. The metadata fields offered by the API are
enumerated and classified by their variability and level of representation throughout the cor-
pus. Attention is given to fields likely to be the most useful for tracking the usage of human-
itarian concepts and measuring their variability, e.g., publication date, affected countries,
disaster type, and organization type. High-level trends based on these fields are described to
establish specific avenues for further work.

The software and procedures used for compiling the corpus are detailed. A Python pack-
age called Corpusama is introduced as a means to orchestrate corpus creation and mainte-
nance. It integrates the control of API data sources with a workflow that relies on open-
source tools to generate vertical-formatted corpus files. Tokenization, lemmatization, and
part-of-speech tagging are assigned to a neural network pipeline available in the Stanza nat-
ural language processing package (Qi et al., 2020). Prepared corpus content is queried with
a local instance of NoSketch Engine, the open version of the popular corpus management
system (Kilgarriff et al., 2014; Rychlý, 2007).

This assessment of ReliefWeb’s API content is part of ongoing efforts to expand and
refine the corpus-based methods that are used to generate concept entries for the Humani-
tarian Encyclopedia platform (https://humanitarianencyclopedia.org/).
The Encyclopedia, a project by the Geneva Centre of Humanitarian Studies, offers analyses
on key humanitarian concepts with a combination of corpus-based linguistic reports and in-
put from domain experts. Applications for the ReliefWeb corpus are discussed with respect
to the Encyclopedia’s objectives for concept analysis and knowledge production.
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Verbal aspect, which includes actionality as one of its dimensions, can be understood
as the way in which languages present the phase structure and boundaries of situations, ex-
pressed by linguistic devices operating on different levels of language (Sasse, 2002, p. 201f.).
Aspectual phenomena are closely related to verbs and their properties and are therefore a po-
tential area of description in learner’s dictionaries when providing learners with information
on verbs and their behaviour. This is the subject of a doctoral project which aims at extract-
ing information on the aspectual behaviour of verbs in German, English and Italian from
corpora and integrating this information into a phraseology-centred, monolingual electronic
dictionary model for language learners (named ‘Phrase-based Active Dictionary’ or PAD)
within the larger PhraseBase project (DiMuccio-Failla & Giacomini, 2017a, 2017b; Giaco-
mini et al., 2020; DiMuccio-Failla & Giacomini, 2022).

The present contribution focuses on the area of actionality (also ‘Aktionsart’) as a lexical
semantic property of verbs and verb phrases, excluding other phenomena in the area of ver-
bal aspect for this purpose. It presents an exploratory analysis of existing lexicographic prac-
tice concerning actionality: How and to what extent do verb entries in (electronic) learner’s
and general dictionaries of German, English and Italian already reflect actional properties
of verbs and verb senses? Using Johanson’s (1971, 1996, 2000) and Vendler’s (1957) ac-
tional content classes (modified and refined by several authors like Comrie (1976), Roth-
stein (2004), Kratzer (1995), Croft (2012)) we analysed a total of seven verbs of movement
among four dictionaries each as to the presence of actional information in the division into
meanings, the wording of their definitions and the allocation of examples. The analysis
showed that the dictionary entries contain certain types of relations to actional properties in
all of the three areas, but that the information in the individual entries is non-systematic.

Based on this finding, we then present some considerations on how actional properties
can be actively used in the production of verb entries within the framework of the electronic
dictionary model developed in PhraseBase.
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The Text+ consortium1 is part of Germany’s National Research Data Infrastructure
(NFDI)2 that focuses on FAIR-compliant utilization of text- and language-based research
data in a distributed environment. Its data domain “lexical resources” deals with all kinds
of lexical resources, including dictionaries, encyclopedias, normative data, terminological
databases, ontologies etc. Many of the largest German providers of such resources are mem-
bers of the consortium.

One salient goal is the integration of lexical data in a decentralized dictionary platform.
Due to the heterogeneous nature of available resources, formats, levels of annotation, and
technical architectures in use, the implementation will follow a federated approach based
on common protocols and data formats. Query and retrieval of lexical data is based on the
protocol for the Federated Content Search (FCS3). It builds upon and significantly extends
preliminary work done in the European CLARIN4 project (see also Figure 1).

Figure 1: The general FCS architecture

The CLARIN FCS is an established federated search engine that allows querying dis-
tributed corpora by using a standardized RESTful protocol and data formats (Stehouwer et
al., 2012). The extensible specification and architecture is currently focused on text corpora,

1https://www.text-plus.org/en
2https://www.nfdi.de/?lang=en
3https://www.clarin.eu/content/content-search
4https://www.clarin.eu/
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but support for request and retrieval of lexical entries has long been discussed and is cur-
rently implemented in an iterative work process coordinated between Text+ and CLARIN’s
FCS taskforce.

The FCS specification (Schonefeld et al., 2014) will be extended with regard to announc-
ing, querying and retrieving lexical resources. Specifically, this entails:

Figure 2: Screenshot of the frontend demonstrator

• Specifying the query language which is a “CQLContext Set5” of the Contextual Query
Language6 (standardized by the US Library of Congress) dedicated to query lexical
entries. Its specification includes agreements on accessible fields of information (like
part-of-speech, definitions, (semantically) related entries etc.) for a lexeme and how to
combine them to complex queries. This is especially challenging due to the inherently
hierarchical structure of lexical data.

5https://www.loc.gov/standards/sru/cql/contextSets/theCqlContextSet.h
tml

6https://www.loc.gov/standards/sru/cql/
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• Specifying common data formats for a unified result presentation. On the basic level,
this is achieved by a mandatory KWIC representation that allows annotating infor-
mation types inline and by an advanced tabular-representation of all fields in a key-
value-style. It is clearly understood that in most cases these representations can only
provide a simplified view of the data. It is therefore endorsed to provide records in
their complex native representation as well; with examples being different TEI dialects
including TEI Lex-07, OntoLex/Lemon8, and other formats.

• Extending the core FCS specification while remaining compatible with the overall ar-
chitecture to enable the reuse of features such as access control for restricted resources
or automatic registering of endpoints within the FCS system.

All mentioned constituents of the architecture are actively worked on and are incre-
mentally developed. Throughout specification and implementation, feedback is provided by
interested parties, particularly from but not limited to the Text+ and CLARIN consortia.
With a first public release in the coming months – based on the current demonstrator9 (see
Figure 2) –, we will improve the availability and visibility of various lexical resources, in-
cluding some that were not easily accessible or even unknown to the general public until
now.
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By the lexicographic process, we understand all the steps that are necessary for a dic-
tionary or a lexicographic database to be published in print or electronically. This process
has initially been described exclusively for print dictionaries (e.g., in Dubois, 1990; Landau,
1984; Riedel & Wille, 1979; Schaeder, 1987; and Zgusta, 1971), later Wiegand (1999) and
Müller-Spitzer (2003) expanded it to electronic dictionaries, and finally the process of on-
line dictionaries was analysed (cf. Klosa, 2013; Klosa & Tiberius, 2015; Svensén, 2009).
Although the lexicographic process does not seem to be a particularly fashionable topic1, it
is important to continually readjust our ideas on it, as the process is manyfold (see the results
of a study comparing 14 different projects in Europe in terms of their lexicographic process
within the COST ENeL action, cf. Tiberius & Krek, 2014) and is constantly evolving.

As lexicographic institutions seem to be moving to creating a central database which
contains at least a shared core of lexicographic data, we describe in this paper how the lex-
icographic process changes when you move away from the publication of one single dictio-
nary to a central database that feeds various lexicographic projects and potentially also other
(not necessarily) lexicographic tools and applications. In a constellation like that, there does
not seem to be only one lexicographic process but there are two interacting processes (one
for each individual dictionary and one for the central database). We will discuss the possi-
ble reasons for this development (emergence of linguistic linked data, possibly also shorter
project running times, etc.) and some of its consequences (e.g., more stable and established
formats for encoding lexicographic resources, cf. Kernerman, 2011; Depuydt et al., 2019;
Parvizi et al., 2016; Tavast et al., 2018; see also initiatives such as TEI Lex-0 (Tasovac et
al., 2018), Ontolex-Lemon (Cimiano et al., 2016), LMF2 and the ongoing work on stan-
dardisation in the OASIS - Lexicographic Infrastructure Data Model and API (LEXIDMA
Technical Committee3).

We will also take into consideration two important outcomes of the ELEXIS surveys on
lexicographic practices in Europe (Kallas et al., 2019; Tiberius et al., 2022): the results show
that online publication is now really the most popular publication medium for dictionaries
in Europe and that crowdsourcing and gamification are not usually part of the lexicographic
workflow yet. Nevertheless, we will present a new model of the lexicographic process in
which these are taken into consideration.

1Searching for “lexicographic(a) process” in the title of all 6.482 articles listed in ELEXIFINDER (see
https://elex.is/tools- and-services/elexifinder/) only gives two hits. There are also only two hits
for “compilation process”, three hits for “dictionary making process”, and one hit for “computational lexicon
making process” in article titles as of 02 February 2023).

2https://www.iso.org/standard/68516.html (16 January 2023).
3https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=lexidma

(16 January 2023).
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The Georgian language has a difficult grammar. The verbal system, in particular, is chal-
lenging. To help foreigners learn Georgian, a linked-database of inflected forms of Georgian
verbs is being built: KartuVerbs. It is accessible by a logical information system, Sparklis
(Ferré, 2017), that enables powerful access and navigation as demonstrated in (Ducassé,
2020; Ducassé & Elizbarashvili, 2022). To build KartuVerbs, we started from a structured
textual form of the knowledge developed by Meurer (2007) for the INESS project. INESS
is an infrastructure for the exploration of syntax and semantics. It is multilingual and it has
a much broader scope than KartuVerbs. However, accessing its lexicographic data is chal-
lenging for our target users. Furthermore, the work on its base for Georgian has stopped.
Integrating its data into KartuVerbs both revives them and allow them to evolve. The verbs
are indexed by roots, a given root in general corresponds to several verbs, each verb has
inflected forms in 11 tenses. There are more than 60 possible properties. Some of them are
obsolete, kept for historical reasons. There are missing pieces of information. All properties
are not systematically present for every verb. Some properties, important for us, do not ex-
ist, for example the ending of a form. After filtering and reconstruction of some properties,
KartuVerbs currently contains more than 5 million inflected forms related to more than 16
000 verbs for 11 tenses; each form can have 14 properties; there are more than 80 million
links in the base. Response times are acceptable when running on a private machine, thus
validating the feasibility of the linked-data approach. There is still a need to validate, correct
and expand data. Considering the mass of data, this requires tools.

The full paper analyses the Clarino database with respect to our needs and introduces
a typology of fields. It describes the transformation process to go from the structured text
to the linked data. The process is in 3 blocks. The first block scraps the web pages into
a CSV file. The second block aims at incrementally improving the data. The third block
produces RDF data and integrates them into Sparklis. We describe how the decision tree
algorithm can help improve a field that has occasional missing values. The field is the verbal
noun, the lemma to represent a Georgian verb. Verbal noun is crucial for our knowledge
base. The main contribution of the described work is that all the scripts of the process are
freely available on the web1. They can be adapted to other applications. Those of the first
block could be the base to scrap other textual sources for other languages or applications.
Those of the third block could be used to integrate into KartuVerbs (or another linked-data
application) CSV data from other sources than INESS. The scripts to implement the decision
tree algorithm dedicated to missing values for verbal nouns could be customized to predict
occasional missing values of other fields. Furthermore, the typology of fields can be used as

1https://github.com/aelizbarashvili/KartuVerbs
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an analysis grid to help transform a set of data into another set of data suited for different
objectives.

We are indebted to Paul Meurer who granted us a private access to a web version of the
base behind the Georgian functionalities of https://clarino.uib.no/iness. We thank Mikheil
Sulikashvili for his help to scrap Clarino web pages. This research PHDF-22-1840 is sup-
ported by Shota Rustaveli National Science Foundation of Georgia (SRNSFG) and by ANR
Project SmartFCA, ANR-21-CE23-0023.
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The Large Electronic Dictionary of the Ukrainian Language (also known as VESUM) is
a project started in 2005 aiming at generating a morphological dictionary for the Ukrainian
language, which is also used in a Ukrainian POS-tagger (Rysin and Starko, 2005-2022). It
is constantly being updated with new lexical data as well as new fine-grained tags describing
the words of the Ukrainian language from various grammatical and semantic perspectives.

This paper presents a new search engine developed for the Electronic Dictionary. The
current Dictionary’s webpage enables the search through the database using only full-word
forms: either among lemmas or among all word forms. Search results show a list of matched
lemmas andword forms along with some of the internal tags associated with each of the word
forms.

The aim of the project is to set up a more user-friendly interface with broader search
options, which at the same time provides more information contained in the Dictionary data-
base.

To achieve this, the search engines of the two languages closely related to Ukrainian –
Polish and Belarusian – were analyzed (Kieraś and Woliński, 2017; Koshchanka and Buło-
jčyk, 2021). The decision was made to follow the path of the Belarusian tool since it has
more flexibility in search settings as well as a better UI.

The newly developed search functionality for the Ukrainian Dictionary is built upon the
search engine created for the Belarusian grammar database and utilizes grammar tags defined
in the VESUM database. It enables the usage of wildcards in the search queries and allows
a user to set up search grammars.

The developed system provides more extensive search options and a way of displaying
lemma information that is more structured and transparent both for professionals and non-
linguists. It is well-suited for the addition of new tags and search parameters (including, but
not limited to, conjugation classes and variations in the orthography of certain words) which
will be featured in future versions of the software.
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The research on the use of dictionary in the context of education has largely focused on
their role as reference tools and teaching aids in foreign language learning (e.g. Boulton &
De Cock, 2017; Tono, 2001), with the exception of enhancing literacy and reading skills
(e.g. Beech, 2010). The development of dictionary skills is still an active part of many
European curricula (Vicente, 2022). The national curriculum for the Croatian language as
L1 (MZO, 2018) lists the student’s active use of a children’s dictionary as one of the learning
outcomes as early as in the first grade of primary education.

Recently, there have been several important large-scale surveys on user needs (Kallas et
el., 2019; Kosem et al., 2019), but not enough studies have looked into how teachers use dic-
tionaries and other lexicographic resources, both in class and when preparing teaching ma-
terial. This paper presents research on the use of dictionaries and other lexicographic and
specialized resources, such as encyclopedias, specialized dictionaries and databases, glos-
saries, etc., by all Croatian primary and secondary school teachers.

An online survey has been created to investigate the extent to which teachers of differ-
ent subjects use dictionaries and other resources in preparing their classes and as teaching
aids in the classroom. The survey anonymously asks teachers to answer questions regarding
the frequency of their use of lexicographic resources in the classroom and while preparing
material, as well as their satisfaction with the dictionaries’ content and structure, and their
use of dictionaries in class.

The survey aims to answer three main research questions:

1. To what extent do teachers use lexicographic resources in their teaching practices,
both in preparation and in the classroom?

2. How do teachers perceive the relevance and accuracy of information in lexicographic
resources in relation to the curriculum they are teaching?

3. How familiar are teachers with specialized dictionaries, databases, and other lexico-
graphic resources?

A pilot survey was first conducted with a sample of 20 participants. Based on their
feedback, certain questions were amended and others were introduced. The survey will be
conducted from February 1 to February 15 at a national level, and will be distributed through
various social networks, teacher associations, and educational networks. The preliminary
results provide interesting results, e.g. that 34,4% participants often use online dictionaries
in class, while as many as 73% participants use lexicographic resources to verify themeaning
of a specialized term.

The results of the survey will provide insights into the extent of dictionary usage in the
classroom, as well as teacher satisfaction with their content and structure. This information
will be valuable for future development of dictionaries and other educational resources, to
better meet the needs of teachers and students in the classroom.
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Artificial Intelligence (AI) has seen success in many areas of science in the past few
years. From computer science to linguistics, deep neural networks have the ability to perform
better than the previous state-of-the art solutions. Indeed, generative text-based models like
ChatGPT are able to imitate human writing, however its capabilities in lexicography have
not been studied thoroughly. This paper compares the lexicographical data provided by
ChatGPT and the Oxford Advanced Learner’s Dictionary in the scope of microstructure.
Two main datasets are created for manual analysis and similarity score tests. The aim is
to demonstrate the effectiveness of ChatGPT in providing lexicographical data to English
language learners as compared to the Oxford Advanced Learner’s Dictionary.

We accomplish this by comparing the provided data related to lexicographical items,
using Wiegand’s item classes to identify the co-occurring items within the microstructure
of both platforms. The framework of item classes provides us with a list of lexicographical
items that serve as our criteria. We then examine each lexical entry individually to determine
whether each lexicographical item is present in both tools. The results are presented in a
comparative table as percentages. Also, using Bilingual Evaluation Understudy (BLEU)
and Recall Oriented Understudy for Gisting Evaluation (ROUGE) methods we calculate the
similarity between the lexicographical data provided by ChatGPT and the Oxford Advanced
Learner’s Dictionary. Since ChatGPT has been trained on human data, we investigate how
similar its generated answers are to the ground truth.

This study provides valuable insights into the potential of AI-generated dictionary con-
tent and its applicability in pedagogical lexicography. Additionally, it highlights the chal-
lenges and limitations that need to be addressed in order to inform the development of AI
models for lexicography.
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The paper presents the improvement of the Thesaurus of Modern Slovene from version
1.0 to 2.0. The Thesaurus, first published in 2018, introduced the concept of a responsive
dictionary: a digitally-born, automatically created resource (Krek et al., 2017) that provides
fast access to open data on modern language use and is gradually improved through editing,
which involves both lexicographic work and user participation. The Thesaurus allows users
to propose new synonym candidates and assess existing ones (Arhar Holdt et al., 2018). The
initial, lexicographically unreviewed version 1.0 contained entries and synonym candidates
in a form of lemmata without part-of-speech or other metadata, with semantic description
temporarily replaced by automatically obtained semantic clusters and the data lacking dictio-
nary labels, apart from terminological ones. Despite these limitations, potential users found
the new resource and the concept of a responsive dictionary useful (Arhar Holdt, 2020), and
data shows the consistent widespread use of the Thesaurus ever since it was published. How-
ever, the aforementioned user study also identified priorities for the first upgrade, which was
funded by the Slovenian Ministry of Culture in 2021–2022. The project aimed to upgrade
the dictionary interface design; establish editorial protocols for including user-suggested syn-
onyms in the dictionary database; pilot the automatic extraction and selection of antonyms
and facilitate crowdsourcing of antonyms through the dictionary interface; add dictionary
labels for extremely offensive (hateful) and vulgar vocabulary and allow users to also pro-
vide dictionary labels when contributing synonyms and antonyms; and finally, supplement
the dictionary database with the description of sense distribution including short definitions
of senses known as ”semantic indicators” for 2,000 entries. In the paper, we present the up-
graded Thesaurus ofModern Slovene, together with themethodology for each enhancement.
We illustrate the challenges and solutions of lexicographic work that involved utilizing and
improving automatically extracted data and assess the effectiveness of machine-supported
workflows. The Thesaurus, which was automatically generated from various lexical resour-
ces, serves as a state-of-the-art example of lexical data reuse, interconnectivity, and user
involvement. The methodology and insights gained from our work can be useful for other
language communities pursuing similar initiatives.
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This paper reports on an ongoing international lexicographical project on German lexical
borrowings in Polish dialects (Meyer & Hentschel, 2021). The resulting dictionary will
be published as part of the Lehnwortportal Deutsch (LWPD), a freely accessible online
publication platform for a growing number of dictionaries on German lexical borrowings in
other languages.

A central concern of the project is to document and visualize the often remarkable di-
versity of both the formal and the semantic reflexes of German words of origin in their
dialectal and geographical distribution. The paper presents (a) the data model for “localiz-
ing” the word senses as well as the expression variants of a given loanword, and outlines (b)
the cartographic representation and (c) the search options based on this model.

(a) The data model is based on the main data source of the project, the large Dictionary of
Polish Dialects (SGP), of which only about a quarter has been published in (currently)
10 volumes since 1982. Therefore, most of the empirical data have to be taken from
the card index of the SGP. In a complex process of interpreting the raw data of the
SGP, often involving consultation of other resources, each expression variant of a loan-
word and each of its attested senses is separately “localized” by assigning it a subset
of an inventory of more than 500 labels designating either counties/districts or (mostly
dialectal) regions. Each region label is systematically mapped to the set of all “micro-
area” county/district localizations within it and comes in two flavors (somewhere in X
vs. everywhere in X). Where appropriate, the localizations contain information about
the extensive east-west-migration of speakers after World War II. A separate data ma-
trix links each expression (variant) to the senses in which it is attested and is used for
complex consistency checks.

(b) In each final entry, all variants and senses are accompanied by a thumbnail map, al-
lowing the user to see the distributional variation for a given loanword at a glance. For
the editors, these maps help to resolve multiple homonymy constellations based on folk
etymological blends in dialectal speech and to identify borrowing paths from different
German dialects into Polish ones. Users can explore the dialectal distribution of a loan-
word on interactive, zoomable detail maps at various levels of data aggregation, from the
overall attestation down to the geographical distribution of e.g. individual form-sense
pairs, with documentation (legend, citations) for each “micro-area” localization shown.

(c) Search options: The comprehensive graph-based search options of the LWPD (cf. Meyer
2019) will include the possibility to use fine-grained localization data as a search crite-
rion, e.g. for entries with an expression variant located in a certain area

With an estimated number of more than 6,500 loanwords and approximately 20,000
word senses and 21,000 expression variants, the resulting digital dictionary will, to the best
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of our knowledge, be the first loanword dictionary to include an interactive cartographic tool
that illustrates the traces of extensive and intensive historical language contact on a detailed
regional level.
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Understanding what lexicographical data modeling is all about and how to use a data
model to construct, for example, an online presentation from structured data is an impor-
tant prerequisite for anyone trying to get started in modern digital lexicography. Teaching
such concepts in a hands-on approach to students with minimal prior IT knowledge can be
challenging and requires a wise choice of software tools. Ideally, the software should be
freely available on all major platforms, be immediately usable by novices and allow students
to focus on the formal content rather than on the idiosyncrasies and interdependencies of
particular editors and tools.

This software demonstration discusses the didactic concept of a new open-source ap-
plication, x4ml, to be released in mid-2023, that meets these requirements and uses XML
/ HTML as an easily accessible paradigmatic example of a technology stack for Internet
lexicography. In the demo, the use of x4ml as a teaching tool will be compared with avail-
able alternatives, e.g. using a dictionary writing system (such as Lexonomy; cf. Měchura,
2017), a professional XML editor (oXygen), or a general-purpose programming editor with
customizations and add-ons (Atom).

x4ml is delivered as a single-file Java binary that can be used locally or deployed on
a server. The application systematically eliminates a large number of typical beginner prob-
lems, such as accidentally not saving changes, not properly connecting XMLdata to a schema
or stylesheet, etc. This dramatically reduces the amount of IT support required in the class-
room.

The user interface concept is based on the idea of a flat workspace of files. It always dis-
plays an XML document and the contents of an “XML-processing file” side by side in two
editor panes. The latter can be an XML schema (DTD or RelaxNG), a query using XPath or
XQuery, or a stylesheet (XSLT). Whenever a document is modified, the user is immediately
presented with updated information on well-formedness, validity, and/or query or transfor-
mation results, displayed in separate output panes below the two editor panes. A single click
sequentially displays processing results for all individual XML files in the workspace, rather
than just the one currently displayed. XPath/XQuery statements can also be executed on the
entire collection of XML documents in the workspace, rather than on individual documents,
making it easy to create headword lists and implement advanced queries on the would-be
dictionary. Since XSLT is very demanding for beginners, x4ml also provides a simple, yet
flexible and powerful XPath/XQuery-based HTML templating system that demonstrates the
basic idea of transforming XML data into arbitrary HTML. Transformation results for all
XML documents in the workspace can be viewed in a dictionary preview.

A preliminary version of x4ml was used in a week-long course on modeling and rep-
resenting data in digital lexicography held in 2022 for students of the EMLex international
Master’s program in lexicography (see Schierholz, 2010). In the demonstration we report
on the experiences made and identify areas for future improvement.
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Research on e-lexicography has shown great concern for making the content of lexico-
graphic resources visually accessible. This is evident from research on digital typography
(e.g., Hao et al., 2022), signposts (e.g., Dziemianko, 2016), the effect of advertisements
(e.g., Dziemianko, 2020) as well as many other topics. However, for the 285 million people
worldwide with visual impairments (WHO, 2014), many popular online dictionaries remain
largely inaccessible. A great deal of the information on dictionary websites is imperceptible
for this group (Arias-Badia & Torner, forthcoming). For example, sense selection menus
sometimes rely on users being able to perceive arrows, other symbols, or colours. Moreover,
dictionary websites are frequently incompatible with assistive technologies such as screen
reader software, which reads screen content using synthesised speech, and magnifiers (Rees,
2023). For example, the webpages are often coded in such a way that they are not read in
a logical order by screen readers or contain content which frequently reloads the page mean-
ing the screen reader must start from the beginning. Unfortunately, commercial imperatives
limit the extent to which the publishers of major dictionary websites can make their pages
accessible to people with visual impairments.

To solve this problem, EDictViz takes lexicographic data from monolingual English
learners’ dictionaries and presents it in a pared-down visual format which is accessible to
people with many types of visual impairments and compatible with screen-readers, magni-
fiers, and other assistive technologies. This presentation will first summarise some of the
research which motivated the creation of EDictViz. It will then provide a demonstration
of the tool and discuss some of the problems encountered during its development. Finally,
plans for further empirical testing and development will be outlined.

It is hoped that the presentation will prompt debate about how to make lexicographic
resources accessible for disadvantaged users, and, more generally, about the challenges of
visualizing lexical data. Such a debate would not only benefit the EDictViz project but also
the e-lex community as a whole.
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Sketch Engine is a leading corpus management system with corpora for over 100 lan-
guages. When building a corpus, the source texts are always to be processed by a group of
linguistic tools making altogether a processing “pipeline” that is applied to the corpus. This
pipeline usually consists of several consecutive scripts which transform the corpus content
in a specific way. As an example, we introduce the main set of tools used in the majority of
Sketch Engine pipelines. First, the Uninorm tool is applied to normalize different variants
of characters (quotes, dashes, etc.) into one form, ensuring a consistent annotation of these
characters throughout the whole corpus. Next, the Unitok tool identifies individual tokens
inside the corpus plain text and the Tag-Sentences tool recognizes sentence boundaries and
annotates them with a special <s> token. Next, a POS tagger is applied. It provides neces-
sary annotation in the form of part-of-speech and lemma (base form of the word). As the
last step, post-processing is applied to the final result to fix some corner cases and mistakes
made by previous tools.

For each language, the Sketch Engine has a dedicated pipeline that varies in terms of
its computational performance and tagging accuracy. In this paper we focus on the former
aspect with the target goal being that all user queries are also automatically tokenized on-
the-fly. This makes it easier for the users to formulate corpus queries without knowing
the tokenization of the corpus. Even the English corpora in Sketch Engine feature some
unintuitive tokenization: e.g. don’t becomes do and n’t (the latter lemmatized as not) so that
searching for do retrieves both positive and negative usages and searching for not retrieves
both the contracted and expanded form. The disadvantage of this approach is that searching
for don’t will not retrieve any results and it is up to the user to investigate further how to
fix the query. For some languages (e.g. Japanese), the tokenization is principally not well
defined and improving the query processing so that users do not need to match the corpus
tokenization is a big advantage for the users.

For this purpose, the final pipeline needs to have a real-time performance. Our tests
primarily focused on time complexity, memory usage, and CPU usage on the 49 most used
pipelines inside the Sketch Engine. These three parameters significantly influence user ex-
perience and system usability. The early results show that mainstream languages usually
come with state-of-the-art tools tuned for fast processing and tested on large inputs. At the
same time, several different tools are available for a specific task. On the other hand, for
less-resourced languages, there is usually only a single tool available that may have difficul-
ties handling borderline cases, resulting in frequent errors or overall system slowdown. The
final tests highlight these problematic pipelines and will be adjusted by our team to improve
the user experience and deploying on-the-fly tokenization of user queries.

102



eLex 2023

Meanma – an end-to-end, corpus-to-entry solution for historical
lexicography

Mark McConville, Stephen Barrett
Glasgow University

E-mail: mark.mcconville@glasgow.ac.uk, stephen.barrett@glasgow.ac.uk

Keywords: dictionary writing software; corpus excerpting; historical lexicography; Scottish
Gaelic

Meanma is a proof-of-concept system for historical lexicography, developed since 2019
for use by Faclair na Gàidhlig, the inter-university project to create a comprehensive dic-
tionary of Scottish Gaelic on historical principles. Meanma has been explicitly designed as
an end-to-end system for creating dictionary entries, from corpus excerpting through slip/ci-
tation management and lexical sense analysis, to editing and publishing dictionary entries in
multiple formats. The decision to create Meanma was preceded by an investigation of ex-
isting corpus excerpting and dictionary writing softwares (CQPWeb, SketchEngine, iLEX,
IDM-DPS), none of which were found to be particularly well-suited to the needs of historical
lexicographers.

The principle data source for Meanma is Corpas na Gàidhlig, a 30-million-word, full-
text corpus of ScottishGaelic printedworks, manuscripts and vernacular audio transcriptions
– tokenised, lemmatised and part-of-speech tagged using light-touch TEI. These texts are
linked to a complex metadatabase incorporating bibliographic, biographic and sociolinguis-
tic information. In addition, texts are linked to high-resolution page scans so that lexicogra-
phers can check for transcription and annotation errors more easily.

Meanma itself consists of the following modules:

1. The excerpting system provides a search interface for Corpas na Gàidhlig allowing for
both simple headword and wordform searches, as well as a range of more advanced
‘restricted’ searches involving time periods, dialect areas, genres/registers, part-of-
speech tags, including the ability to use XPath to query the document XML struc-
ture directly. Excerpting results can be displayed in the standard concordance format
(KWIC), ordered by date or randomly, as well as by wordform in a ‘dictionary view’
format.

2. Lexicographers can ‘save’ selected search results as an electronic equivalent of tra-
ditional lexicographic ‘slips’, and then annotate and manage these slips in different
ways. Slips can be associated with a range of different citation styles (more or less
concise) and translations (more or less polished), and citations can be edited in various
ways using ellipsis and editorial insertions. The lexicographer can also add detailed
morphosyntactic annotation. Slips can then be organised into virtual ‘piles’ accord-
ing to any classification criteria the lexicographer thinks appropriate, as well as being
exported as printable PDFs.

3. Dictionary entries are automatically created from annotated slips, and can similarly
be manipulated and viewed in different ways. In particular, an entry can be associ-
ated with a complex, hierarchical structure of subsenses, each of which is exemplified
by saved citations. This ‘sense tree’ can then be reorganised by the lexicographer to
produce a finalised sense analysis of a lexeme.
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Meanma is also organised into discrete, encapsulated ‘workspaces’, allowing the same
underlying corpus to be used by multiple dictionary projects, and also allowing the potential
for ‘sandbox’ functionality for training new lexicographers. Current priorities involve devel-
oping the proof-of-concept into a fully featured beta release by summer 2025, by refactoring
the code using the CodeIgniter PHP framework, and by upscaling the database technology
to better cope with a corpus of 30 million words.
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Lemma selection is a significant part of lexicographic work, also in the case of the Dan-
ish Dictionary (DDO), a corpus based online monolingual dictionary covering today more
than 100,000 lemmas. The dictionary is continuously updated with new words since the
first printed edition in 2003-2005, and the lexicographers base the lemma selection on well
developed statistical corpus methods. However, we are aware that some lemmas are still be-
ing overlooked, namely the lemmas that are relatively low-frequent in the corpus. However,
research on the use of DDO shows that low-frequency words are in fact queried by users
(Trap-Jensen, Lorentzen, & Sørensen, 2014). When using the dictionary for sense annota-
tion of 2,000 sentences in the Danish DA-ELEXIS corpus (Federico et al., 2021; Pedersen
& et al., in review), we also found a substantial number of lemma candidates among the
words that only occur once, and which have not yet been registered as candidates by our
existing methods. Although important, it is a time-consuming process to manually sort the
relevant lemma candidates among the many low-frequency words. Previous studies have ex-
amined how to solve the challenge automatically (Kerremans, Stegmayr, & Schmid, 2012;
Falk, Bernhard, & Gérard, 2014), however only with a limited success for Danish (Halskov
& Jarvad, 2010). In this work, we present an automatic method to detect good candidates
from a corpus divided into years, in our case 2005 and onwards. From the corpus, we col-
lect a list of potential candidates being word forms that either suddenly appear or which
frequency increases during the time frame. Our aim is then to identify the most promising
of the potential lemma candidates from the list. We do so by investigating the semanti-
cally similar words to the potential lemma using a semantic model: If these are already
included in the dictionary, this might indicate that the potential lemma is a good candidate.
For instance, the most similar words to the potential lemma operakoncert ‘opera concert’ is
nytårskoncert ‘new year concert’ and sommerkoncert ‘summer concert’, both of which are al-
ready included in DDO. To address the named entities, we retrieve corpus examples for the
potential lemma and use the Named Entity Recognition component of the NLP framework
DaCy (Enevoldsen, Hansen, & Nielbo, 2021) to determine whether the potential lemma is
eg. a PERSON or ORGANISATION in the examples, in which case the potential lemma
is probably not suitable for inclusion in DDO. Lastly, as Danish is a highly compounding
language, we use a compound splitter and investigate all of the resulting subtokens. If the
subtokens are included in the dictionary, or are themselves suitable lemma candidates ac-
cording to the steps above, then the potential lemma in question is probably also suitable for
inclusion in DDO. The automatic lemma candidate identification method will be evaluated
by comparing the final suggestions for lemma candidates with a similar list collected man-
ually. This will give us an idea of whether our proposed methods are useful to increase the
future coverage of DDO with the previously overlooked lemmas.
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Tēzaurs.lv is the largest Latvian electronic dictionary with more than 388,000 entries,
which was started as a compilation from approximately 300 dictionaries (Spektors et. al,
2016) and other sources, and has recently been extended and developed with the addition
of Latvian WordNet (Paikens et al., 2022) data (6,610 synonym sets) and 75,400 manually
curated corpus examples for specific senses.

Since the last progress report on Tēzaurs.lv (Paikens et al., 2019) it has seen a significant
shift in its focus and features, transforming from a traditional explanatory dictionary towards
a ”3-in-1” lexical resource that augments the senses and their explanations with WordNet
style (Fellbaum, 1998) links effectively making a synonym dictionary and also a translation
dictionary, showing translation equivalents on a sense level. Each entry can contain multiple
lexemes, including spelling variants and derivations, and also inflectional and grammatical
information for them. Senses are organised in two levels - top level senses and subsenses, and
each can have corpus examples attached. Both lexemes and senses can have additional data
about language style, usage, domain, etc. Entries can also contain unstructured information
about etymology and normative commentary.

For these new needs we have developed a lexical database system and an editor toolkit,
which is also used for two other Latvian dictionaries - LLVV1 and MLVV2. The platform
is based on PostgreSQL, node.js and Vue.js.

While previously the data model and tools were based on what the end user would see
in a dictionary entry, the current infrastructure is designed with a focus on a maintainable
structured lexical model (shown in figure 1), avoiding duplication and enabling persistent
links that stay consistent even if word senses are edited or moved. For example, multi-
word entities used to be listed separately in the words referring to it, duplicating the data
with some accidental variation, but now both entries include the same entity. This highly
structured approach simplifies exporting data for various purposes. Currently, we have TEI3
for most dictionary data and LMF4 for WordNet related data.

For dictionary end users we now provide search results based on inflectional forms and
spelling variants, as well as links to phonetically similar, alphabetically adjacent or semanti-
cally linked words. For the entries of LatvianWordNet we also provide translations allocated
to specific senses, which helps language learners and translators.

For lexicographers we have built a responsive online system that allows collaborative
editing of the dictionary, tracking authorship of changes and version history. Where possi-
ble, editor tools allow selecting attribute values from pre-filled drop-down menus to ensure
data consistency. The platform also integrates multiple external data sources - evidence from
corpora (Saulite et al., 2022), searching of Princeton WordNet (Fellbaum, 1998), etc.

An advantage of this approach is its flexibility to extend it to other lexicographic data such
as etymology and derivations, including them as additional data in a shared lexical resource,
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Fig. 1. Conceptual data model

For dictionary end users we now provide search results based on inflectional
forms and spelling variants, as well as links to phonetically similar, alphabeti-
cally adjacent or semantically linked words. For the entries of Latvian WordNet
we also provide translations allocated to specific senses, which helps language
learners and translators.

For lexicographers we have built a responsive online system that allows col-
laborative editing of the dictionary, tracking authorship of changes and version
history. Where possible, editor tools allow selecting attribute values from pre-
filled drop-down menus to ensure data consistency. The platform also integrates
multiple external data sources - evidence from corpora [5], searching of Princeton
WordNet [4], etc.

An advantage of this approach is its flexibility to extend it to other lexico-
graphic data such as etymology and derivations, including them as additional
data in a shared lexical resource, instead of creating a separate resource like
Derinet [6] which afterwards can diverge from the continuously maintained dic-
tionary. We hope that this experience will be useful for other researchers building
lexical resources and tools for maintaining them.

References

1. Andrejs Spektors, Ilze Auzina, Roberts Dargis, Normunds Gruzitis, Peteris Paikens,
Lauma Pretkalnina, Laura Rituma, and Baiba Saulite. Tezaurs.lv: the largest open

Figure 1: Conceptual data model
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The COVID-19 pandemic has fundamentally changed our reality and with it our linguis-
tic reality. In our paper, we extract and analyse a sample of the novel Slovene vocabulary
related to COVID-19, focusing on naming possibilities and word formation processes.

Our methodology consists of the following steps. First, we train a fastText word embed-
dings model (Bojanowski et al., 2017) on a Slovene corpus of 144,352 news articles about
Covid-19. Next, we select the Covid-19 related input words to be used for the embeddings-
based expansion. First, we use the list of Covid-19 vocabulary fromTheGrowing Dictionary
of the Slovenian Language (ed. Krvina 2014-). Next, we use the Covid-19 vocabulary from
the CJVT Language Monitor (Kosem et al., 2021), and third, the list of Covid-19 vocab-
ulary of occasional words collected by Voršič (2022). The resulting joint list contains 186
unique keywords (or key phrases) for the embeddings-based expansion. For each word (or
multi-word expression) in the seed vocabulary, we extract its 200 nearest neighbours from
the fastText embeddings model. Then we filter the extracted candidates by removing those
that do not contain any letter of the Slovene or English alphabet, as well as all words that
are already included in the Slovene lexicon Sloleks (Dobrovoljc et al. 2019), as we are in-
terested only in the novel vocabulary. We also use Levenshtein-distance-based filtering to
avoid extracting too similar words. At the end, we keep the 50 most related neighbours for
each seed word and group them in a joint list by removing duplicates.

In total, 4947 lemmas were extracted. For this abstract, we analysed 843 lemmas that
occur at least 5 times in our corpus and are related to Covid-19. As a result, 66 lemmas were
identified as relevant results.

The analysis of naming possibilities included 149 lexemes. In addition to the 66 lexemes
resulting from our embedding-based expansion process, 29 lexemes were added from The
Growing Dictionary of the Slovenian Language (Krvina, 2014–) and 54 from the COVID-
19 vocabulary of occasional words collected by Voršič (2022). The results show that 85.9%
of the lexemes were created by word-formation processes. Among the naming possibilities
derived from Slovenian, set phrases follow at 6% and neosemantisms account for 1.3%.
Explicit borrowings, on the other hand, account for 6.7%.

A more detailed word formation analysis included a total of 77 relevant monosemous
lexemes. 62 examples from our embedding-based extension method (out of the total list of
66 lexemes, four instances were not kept for analysis due to the fact that they were explicit
borrowings from English and were not formed using word-formation processes in Slovenian)
and 15 neologisms.

The analysis shows that the most frequent are systemic formations, out of which the most
productive are interfixal compounds (41.56%), followed by ordinary derivatives by suffix-
ation (41.56) and ordinary derivatives by prefixation (15.58), modificational derivatives by
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suffixation (3.90%), derivatives from a prepositional phrase (2.60%), coordinate interfixal-
suffixal compounds (2.60%), and subordinate interfixal-suffixal compounds (1.30%). Com-
pared to the systemic formations, the percentage of systemically unpredictable formations is
much lower, with abbreviations (2.60%), blendwords 1.30%), and bicapitalizations (1.30%).

The results of our study have an impact on understanding different naming possibilities
and word formation processes in Slovene on the one side, and for the expansion of the current
lexicographical description of Covid-19 vocabulary on the other side.
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In this paper we present a semi-manual approach to annotation of 21 topics and 5 genres
in texts in the new very large English web corpus from 2021, enTenTen21.

The main goal of this work with regards to lexicography is to enable identification of
topic-specific and genre-specific collocations in the corpus. Now, a lexicographer can dis-
tinguish general collocations from collocations typical for particular topics or genres. For
example, ‘test specificity’ is a general collocation while ‘test sensitivity’ is especially used in
the domain of health and ‘allegedly stole’ is typically written in the news genre.

Apart from the usual supervised learning scheme, the manual annotation part of our
procedure was reduced to a minimum since the same topic label and the same genre label
was assigned to all web pages coming from a website. Only 3,000 websites with the most
tokens in the corpus were manually inspected to achieve high efficiency while still checking
random samples of 40% corpus tokens. By this approach, 16% of the corpus was covered
with a topic label and 7.5% of the corpus was covered with a genre label. It has been shown
that 92% of web pages rated this way share the topic of the whole website – making our
method adequate.

The manual assignment of a topic and genre to a website consists of checking the host-
name of the website, its landing page and most importantly reading 3 to 10 random triples
of consecutive sentences in context from the corpus. More random sentences are inspected
in case the basic checks reveal suspicious content, e.g. a generic or a long hostname, ma-
chine translated text or nonsense spam-like text. The annotator should be able to decide if
the content shows lexical or syntactic features typical for a recognized text type. No label is
given if the person is not sure. No class is given instead of assigning multiple labels to sites
with many text types. Machine generated text is removed from the corpus.

To find out if the manual annotation of topics and genres according to our scheme can
be carried out by inexperienced persons with only a little training, a group of four students
of applied linguistics rated 2,000 websites. The label assigned by our expert with wide
experience with the task matched the label given by at least three out of four students in
89% of cases for the topic and in 86% of cases for the genre. Many of the disagreements
would not in fact matter, since there is a large grey zone between some categories such as
Science vs. Education and both labels would be fine in the corpus for texts from the particular
website. The annotation coverage of the corpus was increased by adding a topic label to 304
websites and a genre label to 338 websites in this experiment.
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Word formation is a branch of linguistics which helps to analyse the lexical vitality of
a given language and also shows trends of language development. Slovenian is characterised
by an extremely rich morphemic structure of words, a result of multistage formation: e.g. in
the first stage, the adjective mlad/young yields the noun mladost/youth, which in turn yields
the adjective mladosten/youthful in the second stage, which yields the noun mladostnik/a
youth (adolescent), yielding the possessive adjective mladostnikov/youth’s (adolescent’s) in
the fourth stage. While there were some linguistic descriptions of Slovenian word formation
(Vidovič Muha 1988, Toporišič 2000), there is a lack of corpus-based grounding of theoret-
ical findings. In the field of natural language processing, several researchers (Ruokolainen et
al., 2013, Cotterell et al., 2019) addressed the problem of morphological analysis, but there
are no advanced approaches developed for Slovenian.

The basis for our study was the digitised trail volume (letter B) of the derivational dictio-
nary of Slovenian (Stramljič Breznik, 2004). The dictionary gathers words in word families
centred around a root, and inside those presents sequences of derivations, also split into
constituent morphemes and giving the part-of-speech of the source and derived words.

From this resource we derivedmorphological rules, which contain the derivation with the
part-of-speech and constituent morphemes (e.g. VERB:X-evati → NOUN:X-anje), paired
with rules describing the derivation as a minimal transformation on, and applicable to, the
level of surface forms (e.g. VERB:X-ti → NOUN:X-nje for the case of bojevati/to fight →
bojevanje/figthing). The rules are also gathered in sequences as presented in the dictionary
(e.g. for boj/a fight → bojevati → bojevanje). We currently concentrated on suffix rules,
where we derived 1,641 rules and 1,649 sequences.

We next applied the constructed rules to part-of-speech + lemmas pairs from two sources,
the reference computational lexicon of Slovene Sloleks (Čibej et al., 2022) and the lexicon
derived from the very large corpus MetaFida (Erjavec, 2021), with the requirement that the
generated word is also present in the lexicon. We then also connected the results into se-
quences. With this, the initial set of morphological chains consisting only of roots starting
with the letter B is extended to all other words (e.g. izklic → izklicevati → izklicevanje) and
provide the resource for linguistic analysis. From Sloleks we gathered 117,769 potential
pairs and 32,823 potential sequences, while from the MetaFida lexicon we get 1,549,644
potential pairs and 496,486 potential sequences.

In order to allow for more general analysis on the level of morphemes, one of our goals
is to build an automated tool for morphological segmentation. For this purpose, we first
built a training set based on the derivational dictionary of Slovenian (consisting of pairs
of original words and its morphologically segmented counterparts, e.g. prababičin -> pra-
bab-ič-in). Next, we trained the model based on BiLSTM-CRF and achieved F1-Score
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of 83.98%, which is significantly higher than the two implemented unsupervised baselines,
Morfessor (Smit et al., 2014) and MorphoChain (Narasimhan et al., 2015).
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The CLLD (cross-linguistic linked data, Forkel et al., 2019) project has seen a massive
rise in popularity; it makes it easy to create interactive data-based apps for crosslinguistic re-
search projects. The CLDF (cross-linguistic data format, Forkel et al., 2018) is a lightweight
and flexible externalization thereof, designed for sharing data. This talk will present both
efforts to model morphological structure and relations in CLDF and CLLD, and feature-rich
visualization methods in CLLD.

Figure 1:

The built-in CLDF ontology is fairly basic in terms ofmorphology. The presented CLDF
component adds tables for storing stems, lexemes (which may have multiple stems), word-
forms (which are inflected forms of stems), morphs (which may be contained in wordforms
and stems), inflectional categories, inflectional values, inflections, derivational processes, and
derivations. Inflections are triple links between specific morphs in wordforms, inflectional
values, and stems. Derivations are links between a stem (or a root morph), another stem, and
a derivational process. Optionally, a morph in the stemmay be specified for representing the
derivational process. Morphs are identified in wordforms and stems by an association table
which includes an index, referring to the part of the morphologically parsed larger form.
The same logic is used to situation stems in wordforms.

The CLDF component is accompanied by a CLLD plug-in, which largely follows the
same model for morphological data. The linked data approach allows the plug-in to create
highly data-rich and interactive visualizations of both inflectional and derivational morphol-
ogy. It automatically generates inflectional paradigm tables for lexemes, where cells know
about the morphological constituency of the wordforms they contain, and x- and y-axes
have links to the inflectional categories and values they represent (Figure 1). Detail views of
wordforms show their full morphological constituency, but also their stem along with their
inflectional values and corresponding exponents (Figure 2). Derivational relations between
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Figure 2:

stems (or roots) are visualized in tree-like fashion, where every lexicon entry shows all its
“descendents” (Figure 3). This also works in reverse, where morphologically complex stems
show their entire “derivational lineage”, and not just the stem they are derived from (Figure
4).

Figure 3:

This project is part of a larger effort to create a CLDF/CLLD-based workflow for dig-
ital corpus-based grammaticography, so wordforms (and morphs, and stems, and lexemes)
will ultimately also have lists of corpus tokens. Features not yet implemented but planned
are: other ways of stem formation (composition) and at least a basic representation of non-
concatenative morphological processes.
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Figure 4:
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DWDSmor is an experimental toolbox for creating and applying a set of finite-state
automata for morphological analysis and generation in German. The automata are com-
piled by means of Helmut Schmid’s SFST compiler from an SMOR-style grammar and
an SMOR-compatible lexicon (for SFST and SMOR, cf. Schmid, 2006; Schmid et al.,
2004). The lexicon in turn is derived at build time from articles of the German online dictio-
nary “Digitales Wörterbuch der deutschen Sprache” (DWDS, https://www.dwds.de;
cf. Klein and Geyken 2010). To this aim, DWDSmor provides XSLT stylesheets mapping
linguistic information from XML sources of DWDS articles to lexicon entries in SMOR
format. SMOR inflection classes are deduced from grammatical information in DWDS
articles (in particular, from nominative singular, genitive singular, and nominative plural
Eckforms). For special cases (like the morphophonologically conditioned dative plural -n),
also phonetic information in DWDS articles is taken into account. Compounding stem-
forms with or without linking element – which are not explicitly specified in the DWDS –
are inferred from DWDS articles for compounds and their links to articles for the corre-
sponding compound bases. Last but not least, the stylesheets make use of information on
orthographic spelling variants and etymological origin in DWDS articles. The morpholog-
ical grammar of DWDSmor is based on the SMORLemma implementation by Rico Sen-
nrich (https://github.com/rsennrich/SMORLemma, ‘lemmatiser‘ branch;
cf. Sennrich and Kunz 2014). Like the latter, it provides a surface-level lemmatisation
with morphological boundaries. Optionally, DWDS homonym and paradigm indices can be
included into the analysis strings. For word-formation analysis, the grammar defines an al-
ternative output format with word-formation bases, processes, and means in terms of the
Pattern-and-Restriction Theory of word formation (cf. Nolda 2018). Once development is
finished, DWDSmor shall be used for the lemmatisation and morphological annotation of
DWDS corpora (cf. Geyken et al., 2017). This can either be done with standard SFST tools
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or with a Python script which analyses standard input by means of a DWDSmor automaton
and parses the analysis strings into lemmata and morphosyntactic categories. In addition,
DWDSmor will be used for linking inflectional paradigms from DWDS articles. For this
purpose, DWDSmor provides another Python script generating a set of paradigms for a given
lemma (one per part-of-speech and lexical gender, optionally further partitioned by DWDS
homonym and paradigm indices). Since DWDSmor is built on top of the DWDS, both cor-
pus annotation and paradigm generation can benefit from ongoing lexicographic updates of
the DWDS dictionary.
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In mathematics, students struggle especially with the transition from school to university
(Geisler and Rolka, 2021). We plan to investigate how lexicography and e-dictionary con-
struction can help in this transition. In the proposed contribution, we present the concept
for a seminar that uses lexicographic methods in first-year courses in mathematics.

About twenty years ago, Cubillo (2002) already used lexicography with chemistry stu-
dents. They had the task to develop their own (printed) dictionaries without having received
further instruction in lexicography. Since then, electronic dictionaries took root and almost
replaced printed dictionaries in several fields (Fuertes-Olivera, 2016).

In introductory university courses for mathematics, students have to learn concepts, the
relations between them, and typical phrases of the field. At school, however, mathematics
tends to be presented as an ensemble of calculations rather than concepts. Thus, students
have to learn that mathematics is basically a building constructed of definitions, theorems,
and relations between them.

We plan to give the students access to and basic lexicographic training with a dictionary
writing system (DWS) which is optimized for the construction of specialized dictionaries,
in particular for mathematics. Therein, they can note the concepts they have learned and
indicate the semantic relations between these concepts.

The relations between the concepts depend on their type. We distinguish the following
concept types: Objects (e.g. sets, mappings), Properties (e.g.complete, symmetric), Theo-
rems (e.g. Fundamental theorem of algebra) and Methods (e.g. mathematical induction,
Dijkstra’s algorithm). Between these types of concepts, different semantic relations exist,
i.e. hyperonymy between different objects, theorems corresponding to different objects and
properties, methods helping to determine objects with certain properties, or properties of
certain (classes) of objects. In addition to these conceptual categories, there is a category of
domain-specific phraseology (e.g. if and only if, q.e.d., corollary).

When building their personal e-dictionaries during the course, we introduce the students
to a routine for including new terms: (1) Collect the new terminology and phraseology, (2)
choose a type for each term, (3) find relations between the new concepts, (4) connect the
new terms to the ones already learned.

For discussing the relations between the terms, the described individual student work
is accompanied by a seminar in which the students can discuss difficulties in assigning the
concepts to the types and in establishing the relations. Concurrently, the lexicographic struc-
turing of the data helps the students to gain a deeper understanding of mathematics which
in turn supports the acquisition of the content as it addresses the constructivist dimension of
learning (Girnat and Hascher, 2021).

Our contribution will present the concept of the lexicographic resource as well as the
structure of the seminar in more detail.
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Existing academic morphological dictionaries do not cover all the grammatical forms
and variants that actually occur in the texts in Modern Ukrainian. VESUM, a morpholog-
ical dictionary of the Ukrainian language designed for NLP tasks, was originally created
to analyze only standard texts. However, the dictionary’s functionality was significantly ex-
panded when it was used to lemmatize a large reference corpus of the Ukrainian language
(GRAC), which covers the entire period of the history of the modern Ukrainian language
since early 19th century and contains texts of various styles and genres. Based on the corpus,
not only many new lemmas were added to the dictionary, but also some variant grammat-
ical forms, such as the variant forms of the accusative singular of second-declension nouns
(взяти ножа, написати листа alongside with the standard ones взяти ніж, написати лист),
the most frequent long forms of adjectives (гарная, гарнеє, гарнії, cf. standard гарна,
гарне, гарні), short comparative forms of adverbs (гарніш, сильніш, cf. standard next
гарніше, сильніше), the most frequent short forms of verbs in 3rd person singular (зна,
співа cf. standard знає, співає), infinitive forms with -ть (писать, допомагать, cf. stan-
dard писати, допомагати), gerunds in -ся (стріляючися, миючися next to the standard
ones стріляючись, миючись), and the most frequent imperative forms with -те (окропіте,
хваліте next to the standard ones окропіть, хваліть). On the basis of the corpus, the list of
words that are not recommended by the modern literary norm or not recommended as the
main option, but are common in texts was expanded within the morphological dictionary.
These include verbs with the prefix од- (e. g. одповісти, одчинити, одібрати; variants
with the prefix від- are predominant in Modern Standard Ukrainian), active participles of
the present tense with the suffixes -уч-/-юч-, -ач-/-яч- (e. g. існуючий, діючий; stigmatized
in the standard language according to many normative sources). The paper discusses which
periods and types of texts are typical for the use of such non-standard and variant forms,
and specifies the principles of adding them to the dictionary.
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Adjectives are one of the most ambiguous word classes when it comes to defining its
categorial core as PoS in Estonian lexicography (Paulsen et al. 2019: 188–189). A strik-
ing issue is for instance the problem of lexicalising participles, a phenomenon common for
other languages as well (e.g. in English, certain participles tend to develop into full-blooded
adjectives such as blessed or hammered). In Estonian, there are five main word classes over-
lapping with adjectives: nouns (via transpositional derivation forming systematic polysemy
networks, see Vare 2006, Langemets 2010), verbs (mainly participles), adverbs, pronouns,
and ordinals. The noun-adjective type is the largest group showing ambiguity in word class
in our database over ambiforms, compiled mainly from lexicographic sources. (see Vainik
et al. 2020: 122.)

In this study, we discuss the process of developing a multi-parameter application – the
calculator of adjective-like corpus behaviour, available at https://adjcalculator.
pythonanywhere.com/. The tool is based on a statistical roundup of a word (form)s
corpus behaviour compared to the most typical and central aspects of the Estonian adjective.
To establish the adjectival corpus profile, we use the most typical and central morphosyn-
tactic patterns characterising adjectives and detectable in the corpus (see the experiments in
Tuulik et al. 2022, Paulsen et al. 2022, Vainik et al. 2023).

The focus of the presentation is on two main optimisation issues connected to the appli-
cation elaboration: 1) the scope of the overlapping PoS targeted by the calculator, and 2) the
selection of the statistical method calculating the similarity of a word with the prototypical
adjective. The first issue entails considerations about the scope of the application as limited
by the transition zone between verbal participles and adjectives or including other PoS as
well. The constituency of the set of automatically searchable test patterns will depend on
this solution as well as on the criterion of optimality. The second issue involves decisions
about the previously tested methods we have used for calculating the distance of a word to
the adjectival profile (see Tuulik et al. 2022, Paulsen et al. 2022, Vainik et al. 2023).

The resulting product is applicable as a tool for lexicographers. It can also be adapted to
other languages.
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In 2018, the first version of the Collocations Dictionary of Modern Slovene was pub-
lished. The dictionary contained automatically extracted collocations, and their examples,
using (at that point) state-of-the-art tools such as Sketch Grammar and GDEX, customised
for Slovene (Gantar et al. 2016). A selection of entries was provided in a finalized form,
using post-editing methodology. Over the past four years, a great deal of research related
to the Collocations dictionary and the phenomenon of collocations in Slovene has been con-
ducted, from the analysis and improvement of automatic extraction methods, lexicographic
workflow, and data modelling, to user experience and participation. A project funded by
the Ministry of Culture provided the opportunity to implement improved methods and new
solutions into the next version of the Collocations Dictionary. In this paper, we present the
methodology of compiling the second version of the Collocations Dictionary, focusing on
the main novelties. One of the main differences from the first version is the method of auto-
matic extraction, of both collocations and examples. Collocations are entirely new, i.e. they
were extracted from parsed corpus data, as opposed to an extraction based on POS-tagged
data which was used for the first version. A significant challenge proved to be matching
the already identified collocations found in the digital dictionary database with newly ex-
tracted ones, which had to be done to prevent duplication. Among other things, this also
included analysing compounds, which may have received a status of a compound in a bilin-
gual dictionary, but were considered as legitimate collocations in a collocations dictionary.
Furthermore, we decided to include significantly more syntactic structures in the second
version (e.g. the first version did not include ‘subject + verb’ due to many bad collocation
candidates); however, this meant reducing/limiting the number of collocations per struc-
ture. Importantly, the maximum number of collocations per structure varies; for example,
more collocations are offered for the structures that proved more collocationally-productive
in research studies (e.g. verb + noun in the accusative, adjective + noun, noun + noun in
the genitive). Another more significant change, which is related to the user experience, is
the enhancement of the crowdsourcing aspect of the dictionary. In the first version of the
dictionary, the only crowdsourcing feature was the option to mark collocations as good or
bad (using upvote and downvote) on the page of each structure. The feature was rarely used,
and as shown by research, such a task is far too demanding for an average user. In the second
version, we opted to introduce crowdsourcing at an example level - the users can now not
only confirm the validity of the collocation in each example provided but also select the rel-
evant sense (if sense division for a particular headword has already been made). In addition
to giving a short demo of the online dictionary, we will briefly present future plans, includ-
ing grouping the collocations by broader semantic groups and semantic types, improving the
automatic extraction of collocations, and adding extended collocations to the entries.
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The Vocabularium Bruxellense is a little-known example of medieval Latin lexicogra-
phy (Weijers 1989). It has survived in a single manuscript dated to the 12th century and
currently held at the Royal Library of Belgium in Brussels. In this paper, we present the
TEI-conformant digital edition of the Vocabularium and the results of a quantitative study
of its structure and content. In particular, we show how our edition-with-code approach can
be employed to provide insight into historical dictionary-making practices.

First, a brief discussion of a number of issues related to the TEI-annotation (TEI Con-
sortium 2022) is offered. We focus on challenges which arise due to the discrepancy be-
tween medieval and modern lexicographic techniques. For example, a single paragraph of
a manuscript may contain multiple dictionary entries which are etymologically or semanti-
cally related to the headword.

Edition with Code. Towards Quantitative Analysis of Medieval Lexicography

The  Vocabularium  Bruxellense is a  little-known  example  of  medieval  Latin

lexicography (Weijers 1989). It has survived in a single manuscript dated to the 12th

century and currently held at the Royal Library of Belgium in Brussels. In this paper,

we present the TEI-conformant digital edition of the Vocabularium and the results of

a quantitative study of  its  structure and content.  In particular,  we show how our

edition-with-code approach  can  be  employed  to  provide  insight  into  historical

dictionary-making practices.

First,  a brief discussion of  a number of issues related to the TEI-annotation (TEI

Consortium  2022)  is  offered.  We  focus  on  challenges  which  arise  due  to  the

discrepancy between medieval and modern lexicographic techniques. For example, a

single paragraph of a manuscript may contain multiple dictionary entries which are

etymologically or semantically related to the headword.

Medieval glossaries are also less consistent in their use of descriptive devices. For

instance, the dictionary definitions across the same work may greatly vary as to their

form and content, and as such they systematically require fine-grained annotation.

Second,  we  present  the  TEI  Publisher-based  digital  edition  of  the  Vocabularium

(Reijnders et al. 2022). At the moment, the interface provides basic browsing and

search functionalities, making the dictionary available to the general public for the

first time since the Middle Ages.

Ms. Bruxelles II 1049

Figure 1: Ms. Bruxelles II 1049

Medieval glossaries are also less consistent in their use of descriptive devices. For in-
stance, the dictionary definitions across the same work may greatly vary as to their form and
content, and as such they systematically require fine-grained annotation.

Second, we present the TEI Publisher-based digital edition of the (Reijnders et al. 2022).
At the moment, the interface provides basic browsing and Vocabularium search functionali-
ties, making the dictionary available to the general public for the first time since the Middle
Ages.
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Thirdly, we demonstrate how a digital edition can be leveraged to enable a thorough

quantitative  analysis  of  historical  dictionary-making  practices.  In  what  we  call

edition-with-code approach, a Jupyter notebook is used to retrieve both structural and

content information from the source files of the dictionary edition. The data are next

processed, summarized, and visualized in order to facilitate further research.

The  results  of  analysis  of  almost  8,000  entries  of  the  Vocabularium show,  for

example, that half of the entries are relatively short: a number among them contain

only a one-word gloss and only 25% of entries contain 15 or more tokens.

Based on the statistic analysis of nearly 1200 quotes, we were able to make a number

of  points  concerning  the  function  of  quotations  in  medieval  lexicographic  works

Digital edition of the Vocabularium Bruxellense

Cumulative sum of the number of entries

Figure 2: Digital edition of the Vocabularium Bruxellense

Thirdly, we demonstrate how a digital edition can be leveraged to enable a thorough
quantitative analysis of historical dictionary-making practices. In what we call edition-with-
code approach, a Jupyter notebook is used to retrieve both structural and content information
from the source files of the dictionary edition. The data are next processed, summarized,
and visualized in order to facilitate further research.

The results of analysis of almost 8,000 entries of the Vocabularium show, for example,
that half of the entries are relatively short: a number among them contain only a one-word
gloss and only 25% of entries contain 15 or more tokens.

Thirdly, we demonstrate how a digital edition can be leveraged to enable a thorough

quantitative  analysis  of  historical  dictionary-making  practices.  In  what  we  call

edition-with-code approach, a Jupyter notebook is used to retrieve both structural and

content information from the source files of the dictionary edition. The data are next

processed, summarized, and visualized in order to facilitate further research.

The  results  of  analysis  of  almost  8,000  entries  of  the  Vocabularium show,  for

example, that half of the entries are relatively short: a number among them contain

only a one-word gloss and only 25% of entries contain 15 or more tokens.

Based on the statistic analysis of nearly 1200 quotes, we were able to make a number

of  points  concerning  the  function  of  quotations  in  medieval  lexicographic  works

Digital edition of the Vocabularium Bruxellense

Cumulative sum of the number of entries

Figure 3: Cumulative sum of the number of entries

Based on the statistic analysis of nearly 1200 quotes, we were able to make a number of
points concerning the function of quotations in medieval lexicographic works which is hardly
limited to attesting specific language use. We observe that quotations are not equally dis-
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tributed across the dictionary, as they can be found in slightly more than 10% of the entries,
whereas nearly 7,000 entries have no quotations at all. The quotes are usually relatively short
with only 5% containing 10 or more words. Our analysis shows that the most quoted author
is by a wide margin Virgil followed by Horace, Lucan, Juvenal, Ovid, Plautus, and Terence
(19). Church Fathers and medieval authors are seldom quoted, we have also discovered only
86 explicit Bible quotations so far.

which is hardly limited to attesting specific language use. We observe that quotations

are not equally distributed across the dictionary, as they can be found in slightly more

than 10% of the entries, whereas  nearly 7,000 entries have no quotations at all. The

quotes are usually relatively short with only 5% containing 10 or more words. Our

analysis shows that the most quoted author is by a wide margin Virgil followed by

Horace,  Lucan,  Juvenal,  Ovid,  Plautus,  and  Terence  (19).  Church  Fathers  and

medieval authors are seldom quoted, we have also discovered only 86 explicit Bible

quotations so far.

In conclusion, we argue that systematic comparative analysis of the existing editions

of the medieval glossaries might provide useful insight into the development of this

important part of the medieval written production.
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In this paper we present a small English dictionary consisting of 99 sample entries gener-
ated fully automatically using the ChatGPT engine. We briefly introduce ChatGPT and the
underlying machinery (an autore-gressive transformer-based neural network) but primarily
focus on discussing the performance of the system, factors that influence the quality of the
output and limitations that we have established. We show that while the system clearly out-
performs the state-of-the-art of automatic generation for some entry components, it also has
significant limitations which the lexicographic community should be aware of.

ChatGPT (Ouyang et al.,2022) is a chatbot based on the GPT3 language model (Brown
et al.,2020) launched by OpenAI in November 2022. Since then, multiple new versions
have been released. Even though the system had no public API at the time we were carrying
out the experiments, we were able to interrogate it automatically to generate entries for 99
English single- and multi-word headwords. Because limited availability of the system made
it impossible to create a bigger dictionary sample while preparing this paper, we wanted
the dataset to be very diverse and therefore adapted a sample headword list used in the
preparation of the DANTE lexical database for English (Convery et al.,2010).

The sample covers words of varying complexity and several parts-of-speech, as well as
some multi-word expressions. We presented ChatGPT with each headword with no addi-
tional information (such as part-of-speech) and collected the response. Because the system
is fine-tuned as a chatbot, we asked the following three questions for each headword H:

1. What does the word H mean?

2. Generate a dictionary entry for H.

3. Generate a dictionary entry for H including possible word forms, word senses, pro-
nunciation, collocations, synonyms, antonyms and examples of usage.

These three questions were asked in this particular order in one conversation. As the
inference of the system is generally not deterministic, we repeated this whole conversation
three times independently in a new ChatGPT context, so that there would be no influence
between the three runs. Altogether we thus obtained 297 entries consisting of verbatim
answers to the three questions composing each conversation. They were all collected and
the resulting dictionary was published in the Lexonomy platform. (Měchura et al.,2017)1

In the presentation and the full paper we will discuss findings that follow from our ex-
periment including:

• quality of the results obtained for entry types and entry parts • stability and repro-
ducibility of the results

1https://lexonomy.eu/chatgpt
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• deficiencies identified in the output

• scientific and practical impact

• principal limitations and how they are manifested in the output References
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This poster reports on the initial results from a newly started project aimed at facilitating
the creation of digital dictionaries for lexicographers working in ’low-tech’ and low-resource
environments. The project focusses especially on addressing the needs of lexicographers op-
erating in Latin America, a region with many endangered languages in need of lexicographic
documentation and with a thriving lexicographic community. The local lexicographic com-
munity, however, suffers from scarce technical support and inadequate training in computa-
tional methods, with the result that many face difficulties when trying to turn their dictionary-
data into digital resources for online dissemination. Moreover, they all too often do not take
advantage of computational methods available for complementing manually-curated lexical
data with information automatically extracted from corpora. This results in lengthy manual
work, which drives up the cost of their lexicographic projects and hinders their progress
towards publication.

This poster reports on three aspects of our project. First, it summarises the results of
a series of surveys we conducted better to understand the dictionary projects and needs of
lexicographers operating in low-tech environments, especially in LatinAmerica. The surveys
gather two main pieces of information, (1) the data formats and tools used by lexicographers
to record their dictionary data, and (2) the source on which their dictionary are based, with
a view to differentiate between resources based on corpora and resources based on ethno-
linguistics data. Second, the poster outlines the results of some preliminary experiments we
carried out to devise a unified strategy to address the needs of both lexicographers working
with corpora and those working with ethnolinguistics data–two groups whose methodolo-
gies differ, but also share significant aspects (Coxi, 2011). Finally, this poster sketches out
some of the digital solutions we adopted to shift the communicative load of dictionaries from
text to data-visualizations. This shift offers the advantage of minimising the need of costly
manual editing (Lugli, 2021), but creates potential accessibility issue, as it risks to exclude
visually-impaired users (Kim et al., 2021; Zong et al., 2022). The poster highlights some
solutions to these issues in the context of lexicographic data-visualizations.

References

• Cox, Ch. (2011). Corpus linguistics and language documentation: challenges for
collaboration. Language and Computers, 73: 239–264.

• Kim, N. W., et al. (2021). Accessible Visualization: Design Space, Opportunities,
and Challenges. Computer Graphic Forum, 40 (3): 173–188.

130



eLex 2023

• Lugli, L. (2021). Dictionaries as collections of data stories: an alternative post-editing
model for historical corpus lexicography. In Itzok Kosem, et al. (eds.). Post-Editing
Lexicography: eLex 2019, 216–231.

• Zong, J., et al. (2022). Rich Screen Reader Experiences for Accessible Data Visual-
ization. Computer Graphic Forum, 41 (3): 15–27.

131



eLex 2023 BOOK OF ABSTRACTS

Relations, relations everywhere: an introduction to the DMLex data
model

Michal Měchura1, Simon Krek2, Carole Tiberius3, Miloš Jakubíček4, Tomaž Erjavec3
1Masaryk University, 2Jozef Stefan Institute, 3Instituut voor de Nederlandse Taal, 4Lexical

Computing
E-mail: valselob@gmail.com, simon.krek@guest.arnes.si, carole.tiberius@ivdnt.org,

milos.jakubicek@sketchengine.eu, tomaz.erjavec@ijs.si

Keywords: data modelling, standards, XML, JSON, Semantic Web, relational databases

This paper will introduceDMLex, a datamodel for representingmachine-understandable
lexicographic resources. DMLex is being developed by the LEXIDMATC in OASIS, an or-
ganisation which oversees open standards in the IT industry. The first draft of DMLex will
be entering its public review stage during the eLex conference. The purpose of this paper is
to introduce DMLex to the community and to encourage participation in the public review.

General introduction to DMLEx
A data model is an inventory of data types for representing entities within a certain domain.
DMLex is such an inventory for entities that exist in lexicography: dictionary entries, head-
words, senses, definitions, sense relations and others. The paper will begin by laying out the
two points which make DMLex different from other lexicographic data standards:

Most existing standards for representing dictionaries on computers are based on the as-
sumption of a specific metamodel. For example, TEI (including TEI-Lex0) assumes the
tree-structured metamodel of XML, and Ontolex/Lemon assumes the triple-centric, graph-
structured metamodel of the Semantic Web. DMLex, on the other hand, is so abstract that it
does not assume a specific metamodel. DMLex is designed to be expressible in formalisms
as diverse as XML, JSON, relational database (SQL) and the Semantic Web. The DMLex
standard contains recommended serialisations in these formalisms.

Many lexicographic data standards which assume a tree-structured metamodel (typically
XML) are unnecessarily complex. This is because many phenomena in lexicography – sub-
senses, subentries, homography, entry-to-entry cross-references – are difficult to represent
as tree structures (where objects are embedded inside each other) and would be more natu-
rally represented as relational structures (where independently existing objects are connected
through relations). The DMLex model only uses tree structures for representing the basic
entries-and-senses hierarchy of a lexicographic resource, and relations for everything else.
The result is a relatively simple, highly machine-understandable data model.

A module-by-module tour of DMLex
The DMLex specification is structured into modules. This paper will introduce the modules
one by one, showing the data types that each module defines, and showing how those data
types can be expressed in XML, in JSON, as a relational database, and as a Semantic Web
triplestore. Each module defines data types for the following kinds of data:

• DMLex Core: the basic entries-and-senses structure of a monolingual lexicographic
resource.
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• DMLex Crosslingual Module: bilingual and multilingual lexicographic resources.

• DMLex Linking Module: relations between entries, senses and other objects, includ-
ing semantic relations such as synonymy and antonymy, and presentational relations
such as subentries and subsenses, both within a single lexicographic resource and
across multiple lexicographic resources.

• DMLex Annotation Module: inline markup on various objects such as example sen-
tences, including collocations and corpus patterns.

• DMLex Etymology Module: etymological information in lexicographic resources.

• DMLex Controlled Values Module: lists of controlled values, such as part-of-speech
labels, and their mapping to external inventories.

Using DMLex
The paper will conclude with two case studies: one on representing existing born-digital
dictionaries in DMLex, and one on implementing DMLex in an existing dictionary writing
system.
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The term constructicon (ccn) (Fillmore, 2008) stands for the inventory of constructions
(cxns) of a language – by analogy to the term lexicon. Accepting the position of Construction
Grammar that utterances are not put together from words, but by combining cxns, it is quite
straightforward that the primary unit of a lexical resource should be the cxn: a form–func-
tion pairing possibly spanning across linguistic levels. There is a considerable interest in
developing (Lyngfelt et al., 2018) and investigating (Hanks and Može, 2019; Dunn, 2023)
ccns nowadays.

A ccn is not a list-like structure, but rather a network of cxns, employing different kinds
of inheritance and meronymy relations. Accordingly, a sophisticated cross-reference system
is an important feature of ccns: from an abstract cxn to a more specific one, or from a cxn
to its parts. While in traditional dictionaries phrasemes, collocations and the like are often
treated only incidentally, ccns treat all kinds of meaning-bearing building blocks with equal
care in a unified way as cxns, regardless of how complex they are. It is common to de-
velop cnns by importing lexical information from existing lexical resources, especially form
FrameNets.

We create a Hungarian ccn. In absence of a Hungarian FrameNet, we start from amono-
lingual dictionary (Pusztai, 2003) and derive the ccn to a great extent automatically: after
identifying cxns in the “collocation” part of entries we lift them out and create individual
entries for them on their own. Then we identify the parts of cxns, and reference the parts
from the cxn and vice versa.

Interacting with a ccn, you should have the opportunity to search for cxns not just words.
To avoid the user (e.g. a language learner) having to learn a formal language or a specific
search tool (Sato, 2012), we introduce a new kind of search, which we call analysed search,
suitable for ccns. The user is allowed to enter free text in a plain search box, then we apply
automatic linguistic analysis (i.e. POS-tagging, dependency parsing, cxn-identification) to
the text, and direct the user to the appropriate identified cxn(s). This process is performed
to every types of cxns from simple or compound words to complex verbal frames.

Analysed search is supplemented by a novel referencing process called dynamic referenc-
ing. If the search query does not have a match, but its parts does, a “virtual” entry is created
on-the-fly containing nothing but references to the parts. E.g. Hungarian counterpart of
‘apple tree’ will present as an entry in the ccn, so the user will get this entry immediately,
but ‘papaya tree’ maybe not, so the virtual entry presented will contain a link to ‘papaya’
and another to ‘tree’ beyond the information that the original query is a compound construc-
tion. Instead of trying to make the ccn complete, we focus on making it easy to expand.
Clearly, any expansion will influence dynamic referencing as it will decrease the need for
virtual entries.

The above concepts, processes and features will be demonstrated in the presentation on
a version of the Hungarian ccn created from (Pusztai, 2003). Future work includes integrat-
ing other lexical resources (e.g. Sass and Pajzs, 2010).
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In this article, we present a mechanism for annotating Word Sketch collocations accord-
ing to word senses, which were automatically found in the source corpus text. This allows
for significantly faster understanding of the behavior of the word usage by the end user.

Word Sketches (Kilgarriff et al., 2014) provide an efficient way of inspecting the col-
locational behavior of words in arbitrary corpora. The Word Sketch formalism is based on
a grammar specification supplied by a language expert. In the Word Sketch grammar, the
expert describes commonly occurring patterns present in the language. For example, the
positions of modifiers relative to noun phrases, positions of objects relative to verbs or com-
mon prepositional phrase structures. These patterns are then located in the corpus and then
collated according to the strength of their association. For example, for the verb fire, we
can see that a common object it co-occurs with is gun, and one of the common modifiers is
abruptly, among others.

Over time, Word Sketches have been extended by various features which improve the
interpretability of the results, such as the Longest-Commonest Match, which shows the most
common sequence of words present in the corpus along a particular collocation. For the gun
as an object of fire, the sequence is fired a gun, and for the modifier abruptly of fired, it is was
abruptly fired. However, the result can still be tedious to parse, as it is not obvious at a first
glance which of the homonymous instances of the verb fire each of the collocations describe.
In this article, we present a method of identifying sense-specific Word Sketch collocations.

To find the senses in the source corpus, we use a modified, in-house implementation
of the adaptive skip-gram (Bartunov et al., 2016) model. Based on the venerable word2vec
skip-gram language model, which creates an embedding vector for every word in the lexicon
of the corpus, the adaptive skip-gram model generates multiple embedding vectors for each
word in the lexicon, one for each sense. The senses as generated from the model are not
always easily explainable, as they are expressed as numerical embedding vectors and only
a list of their synonyms can be provided easily, which can be sometimes cryptic and non-
descript.

To provide the sense information to the end user, we combine the respective strengths of
the Word Sketch and adaptive skip-gram, combining the semantic sense information with
the syntactic Word Sketch collocations. The Word Sketch gains a new view type, in which
the collocations are grouped according to the distinct senses obtained from the adaptive
skip-gram model.
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ELEXIS DictionaryMatrix has been developed in the framework of the ELEXIS project
between 2018 and 2023 and received funding from the European Union’s Horizon 2020 re-
search and innovation programme. The dictionary matrix is a universal repository of linked
senses and other lexicographic information found in existing lexicographic resources in-
cluded in the ELEXIS infrastructure. Querying linked dictionaries is available through the
user-friendly interface elexiLink1, which is based on REST API capabilities. There are two
modes of linking dictionaries: intra- and interlingual linking. The intralingual linking con-
nects monolingual dictionaries of the same language between them. NAISC2 (McCrae &
Buitelaar 2018) is the software that computes those links by way of calculating the sim-
ilarities between entries (the lemma + POS) in one and the other dictionary of the same
language. The interlingual mode produces a mapping between two dictionaries in a cross-
lingual scenario. The BabelNet linker3 software (Martelli et al., 2022) links a definition from
an ELEXIS dictionary with an English definition in the BabelNet semantic network (Navigli
& Ponzetto, 2012). Through BabelNet acting as a pivot, the dictionaries in the ELEXIS
infrastructure are linked at the sense level. The linking process is as follows: a dictionary,
which has to comply with the TEI Lex-0 schema (for conversion see Elexifier4 (Repar et
al., 2020)), is uploaded to Lexonomy5 (Měchura, 2017). There, the settings for linking (for
either mode) are set and the request for linking is made. Upon the retrieval of the result,
the links can be seen both in the Lexonomy UI and the elexiLink interface. The dictionaries
that will be linked have to be available under an open-access license since the linking result
will be publicly available in the interface. In the software demonstration, we will present the
functionalities of the interface, describe the dictionaries currently included in elexiLink and
present future plans for the service.
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The r2u dictionary portal (r2u.org.ua1) was launched in 2007 with an electronic publica-
tion of a lexicographical work that best embodies the motto behind the portal’s abbreviation:
“Ad fontes. From Russian to Ukrainian.” The work in question is the academic Russian-U-
krainian Dictionary edited by Ahatanhel Krymsky and Serhii Yefremov (1924–33). It was
the last large dictionary published before the Soviet authorities launched a policy to Rus-
sianize and impoverish the Ukrainian language. This dictionary was partly censored, partly
destroyed, branded in large portions as “bourgeois nationalistic,” banned from public use
after publication, and removed from public libraries. Even 90 years later, this dictionary re-
mains the richest source of the Ukrainian lexis suppressed and eliminated under the Soviets,
while Ukrainian lexicographic works published after 1991 have generally been slow to shed
the Soviet legacy.

Over time, the r2u collection has been complemented with a number of other valu-
able lexicographical resources, including other Soviet-banned dictionaries and some mod-
ern works. With over 350,000 entries, including more than 265,000 unique ones, the r2u
dictionary portal now offers full-text search capability for a collection of select dictionaries
between Russian and Ukrainian, as well as several monolingual Ukrainian dictionaries. This
collection caters to a wide and varied audience, as r2u processed over 2.4 million queries
from more than 130,000 different IP addresses over the past year. A number of auxiliary
dictionaries have also been made available for download as individual pdf files.

The paper discusses the rationale behind the creation and development of the r2u portal
and highlights its most important dictionaries and features. One of the modern dictionaries
on r2u is the Large Electronic Dictionary of Ukrainian (VESUM2). With over 415,000 lem-
mas (and counting), it is the most comprehensive morphological dictionary of Ukrainian.
In parallel to providing complete paradigms of Ukrainian words to human users via the r2u
web interface, it also functions as a machine-readable dictionary and serves as the backbone
of the Pravopysnyk Language Tool3, an advanced Ukrainian grammar and style checker.
VESUM has also been used to tag large Ukrainian corpora, including the 1.5-billion-word
GRAC corpus (uacorpus.org4). Other r2u dictionaries have been a valuable source of ma-
terial for VESUM.

Thus, the dictionaries the Soviet authorities tried to erase were revived in electronic form
on the r2u portal and then used as part of modern invisible lexicography.

1https://r2u.org.ua/
2https://r2u.org.ua/vesum/
3https://languagetool.org/uk
4http://uacorpus.org/Kyiv/ua
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The distributional properties of words have been useful in unveiling word senses that are
not present in dictionaries (Abdelzaher and Toth, 2020). They have also been proven to form
distinct clusters corresponding to different word senses (Wiedemann et al., 2019; Schmidt
and Hofmann, 2020). BERT word representations (Devlin et al., 2019) capture and predict
the distributional properties of a word’s use in a particular context. When word embeddings
are considered vectors, they span a high-dimensional space, which is not readily useful for
the human user, but the observation of 2D visualizations of these vectors may directly help
the work of lexicographers.

This study argues that visualizing the distributional characteristics of headwords as seen
in example sentences can help lexicographers find sense categories. It will also facilitate the
detection of variations within and across sense categories and the selection of representative
examples. The study uses t-distributed stochastic neighbor embedding (t-SNE) for dimen-
sion reduction. This optimizes a low-dimensional representation so that it preserves small
pair-wise distances at the expense of long pairwise distances; as a result, local patterns stand
out nicely. The example sentences in this study are cited from Oxford Learners’ Dictionary
(OLD) and the British National Corpus (BNC).

The automatically generated clusters revealed BERT’s sensitivity to semantic and syntac-
tic variations in word use. In many cases, sentences instantiating different senses appeared in
different clusters. Moreover, contextual variations within the same sense category were re-
flected in multiple clusters. For instance, OLD sentences such as mouth lifted in a wry smile
and BNC sentences such as mouth twisted sardonically formed clusters different from stuff
his mouth with pasta and forked food into his mouth. Although the four sentences instantiate
the same sense of mouth as part of the face (OLD: sense #1), the use of the mouth to eat
is different from its use to make facial expressions. Second, verbal and nominal uses of the
same word clustered in different parts of the space. The clusters and the distance between
them clarified syntactic variations within the same sense category, for instance, V risk of N
and V risk that (sense #1 of risk.n in OLD), and across sense categories, for example, risk N
on N (sense #1 of risk.v in OLD) and risk V-ing (sense #2 of risk.v in OLD).

While this study is exploratory in nature, the method presented here can also be turned
into a tool that helps lexicographers address the challenge of sense delineation, which is one
of the most difficult tasks (Kilgarriff, 1998) as it involves abstracting senses from corpus
citations (Kilgarriff, 2007). It could also be useful in selecting potential example sentences
- as additional examples or alternatives to existing ones - that express the same semantic and
syntactic patterns of word uses.
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This presentation aims to show some results and outcomes achieved within the scope of
a project funded by The São Paulo Research Foundation (Process 2020/01783-2). It had
the purpose of developing a phraseographical methodology and model for an online corpus-
based Multilingual Collocations Dictionary Platform (MULTPLATCOL), in English, Por-
tuguese, French, Spanish, and Chinese. The follow-up proposal will also include Italian,
German, and European Portuguese. MULTPLATCOL is aimed to be customised for dif-
ferent target audiences according to their needs: language learners, pre- and in-service teach-
ers, translators, material developers and researchers or lexicographers (Bothma et al., 2012;
Fuertes-Olivera et al., 2014; Tarp, 2015). In this talk, we will present and discuss some
data results and analysis in English, Portuguese, Spanish and Chinese, related to the project
methodology, and the development of an in-house Collocations Dictionary Writing System.

The methodology developed for the MULTPLATCOL relies on the combination of au-
tomatic methods to extract candidate collocations (Garcia et al. 2019a). The automatic
approaches take advantage of NLP tools to annotate large corpora with lemmas, PoS-tags
and dependency relations in the five languages. Using these data, we applied statistical mea-
sures (Evert et al. 2017; Garcia et al. 2019b) and distributional semantics strategies to
select the collocation candidates (Garcia et al. 2019c) and retrieve corpus-based examples
(Kilgarriff et al. 2008). We also followed Garcia et al. (2019c) to carry out an automatic
translation of the collocations (Orenha-Ottaiano et al. 2021). All automatically extracted
data have been carefully post-edited by the lexicographers involved in this investigation.

The results regarding, for example, the number of extracted collocation candidates in the
first phase is significantly high (a total of 309,838 collocation candidates in all languages)
and demands a lot of effort from the whole team to carefully review them. Regarding the
aforementioned methodological aspects, they have all proved to be efficient for all languages,
except for Chinese. The treatment of the Chinese has created several difficulties due to the
morphological and grammatical particularities of this language. For example, in the auto-
mated process ofmost languages, a simple question on how to delimit the extension of a word
can raise unsuspected problems in Chinese, where the indispensable task of segmentation is
not completely trivial (Pazos Bretaña et al., in press).

With respect to the software Collocations Dictionary Writing System (COLDWS), it
was developed to specifically write and produce the Collocation Dictionaries. It comprises
a database, a web interface for collaborative work, and some management tools. This way,
all automatically extracted data were automatically inserted into the COLDWS and have
been post-edited by the lexicographers. Afterwards, they will be exported to an end-user
platform. The COLSDWS, which will also be presented in this paper, is one of the practical
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and satisfactory outcomes of this project, being fully operational and particularly effective.
An end-user platformmodel, which will be functionally integrated with the COLSDWS, has
also been designed and is in process of adjustments. It still requires some improvements to
be in line with our goal of building a platform that generates a more ambitious, customized
and interactive lexicographic work, more suitable to the specificities and the idiosyncrasies
of its users and their lexicographic needs.
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Serbian verb inflection is quite complex. The paradigm of the average Serbian verb in
the active voice gathers about a hundred inflectional forms (Šipka 2005). The relationship
between these inflectional forms and their basic (lemma) form — which is conventionally
used to represent the entire verb paradigm— is only predictable in a small number of inflec-
tional classes. Hence, mastering Serbian verb inflection can be quiet challenging for average
L2 Serbian speakers (cf. Krajišnik, 2011; Bošnjak Botica, 2013; Bošnjak Botica, Jelaska,
2018; Babić, 2021). The task is rendered even more difficult by the fact that some inflec-
tional forms are hard to match to their lemma form. The existing Serbian dictionaries, both
mono- and bilingual, where L2 speakers might search for an inflection information, are not
well tailored to the needs of average L2 speakers: they list verbs generally only in the lemma
form, while the forms relevant for establishing the entire paradigm are very often lacking
(cf. Marković, 2014). Although there are different ways to process Serbian verb inflection
in printed dictionaries so as to satisfy all the prototypical receptive, productive and cogni-
tive needs of target users, we believe that the most appropriate solution, up-to-date, is to be
found within the electronic lexicography.

In this paper, therefore, we present an innovative electronic lexicographically relevant
language resource, intended for the L2 speakers of the Serbian language, where the Serbian
verb inflection is processed in a dynamic way and with which all the aforementioned static
paper-based consultation difficulties are eliminated. It is an electronic conjugator of the
Serbian language—SerboVerb—with an accompanying dictionarymodule, which includes
core equivalents in more than 20 languages, and with an additional gamification module.
The entire resource, which currently offers paradigms for more than 20,000 verbs, but is
planned for more than 34,000 verbs, can be accessed for free via the website (https:
//serboverb.com), but also via Google Play store and the App store in the form of
a mobile app intended to be used under the Android and iOS operating systems respectively.
The resource has been developed since 2017 as part of the scientific research project of the
University of Toulouse – Jean Jaurès (Toulouse, France) as a result of intensive bilateral
cooperation between experts and volunteers from the University of Toulouse and the Faculty
of Philology of the University of Belgrade (Serbia). Moreover, the megastructure of this
innovative resource, its macrostructure, as well as elements of the resource microstructure
and the ways in which the mediostructure of its components is achieved is presented in
this paper. The aim of the paper is to show — taking into account the main factors in the
lexicographic processing of verb inflection, i.e. exhaustiveness, simplicity and availability
— the multifunctionaly of the SerboVerb language resource.
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The humanitarian domain is a multidisciplinary and recently professionalised field that
comprises numerous specialised organisations ran by people with different professional, or-
ganisational and cultural backgrounds (Eberwein and Saurugger, 2013). This diversity plays
a role in how humanitarians conceptualise their domain (Stroup, 2012; Sezgin and Dijkzeul,
2015), giving rise to highly unstable concepts such as RESILIENCE (Béné et al., 2012), EV-
IDENCE (Knox Clarke and Ramalingan, 2014) and LOCALORGANISATION (Khan and
Kontinen, 2022). Although domains develop shared terminologies, conceptual variation can
affect the intensions and extensions of general and specialised concepts (Hampton, 2020), re-
sulting in fuzzy, highly diverse and multidimensional conceptualisations (León-Araúz, 2017,
215).

The Humanitarian Encyclopedia (HE; humanitarianencyclopedia.org) is a descriptive
reference work of the humanitarian domain, which adopted a Frame-based Terminology
(FBT) approach (Faber 2015; 2022) to conceptual analysis driven by systematic extraction
and curation of lexical data from corpora. To offset biases and possible lacunae arising from
background diversity, entries in the encyclopaedia are written by authors who combine their
expert knowledge about a concept with conceptual reports based on lexical data provided by
linguists (Humanitarian Encyclopedia 2021).

FBT describes concepts by modelling lexical data into propositions (i.e., predicate-ar-
gument structures) and elucidating semantic relations and related concepts from definitions
(Faber, 2012; Vintar and Martinc, 2022), other knowledge rich contexts (KRCs; León-
Araúz andReimerink 2019) andmulti-word terms (Rojas-Garcia andCabezas-García 2019).
In this study, KRCs are extracted from a corpus of humanitarian texts through semantic
sketch grammars (León-Araúz et al., 2018; Martín et al., 2020; Martín and Trekker, 2021)
and systematic querying with additional knowledge patterns (Marshman, 2022) in Sketch
Engine. Additionally, long and diverse clauses may be subsumed inductively into manage-
able conceptual labels with qualitative analysis software. Conceptual variation is then op-
erationalised by linking lexical data, corpus metadata and conceptual propositions, thereby
substantiating claims with textual evidence. This method provides quantitative variables to
establish a semantic core and marginal characteristics that can be disaggregated. This en-
ables conceptual analysts to make comparisons of intensions and extensions diachronically,
between actors (e.g., types of humanitarian organisation) and other corpus metadata avail-
able.

Scholars like San Martín (2022) have studied conceptual variation to design a frame-
work for flexible definitions across several scientific disciplines. Our approach is similar,
but it enhanced with data visualisations due to the different types of corpus metadata. Data
visualisation enables conceptual analysts to (1) identify areas of conceptual variation and (2)
communicate findings to entry authors. For example, to represent quantitative differences
in intensional characteristics between subcorpora, radar charts are a good option. However,
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they may have to be supplemented by other visualisations, especially when there are too
many variables to display. For PROCESS concepts, Sankey diagrams and parallels sets are
useful to represents frequency distribution for arguments but fail to display disaggregation
effectively unless they are presented in an interactive environment. In this paper, we illus-
trate our method to describe and represent conceptual variation with a selection of concepts
that constitute entries in the HE.
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The utility of linguistic annotation for corpus linguistics and lexicography is well known
(Faaß, 2017). Often, these annotation layers are produced by automated tools that, while
having vastly superior coverage to humans, also produce errors. The ideal input is that of
an expert of the language itself, with intimate knowledge of its contextual use. In the case
of medieval Latin, some of the most well-versed experts are historians of the era. Working
with source texts, it is in their interest to place them in the correct context and relate them
to known facts. As part of the implementation of this effort, we are currently annotating
transcribed medieval inquisition registers using the recently developed Computer-Assisted
Semantic Text Modelling (CASTEMO) approach (Zbíral and Shaw, 2022). CASTEMO
models semantics via formalized data statements based on the structure of a quadruple of
subject(s), predicate(s) and two objects, inspired by well-known ideas on the concept of
meaning representation, such as the RDF and OWL standards, the Semantic Web (Berners-
Lee et al., 2001), and Quantitative Narrative Analysis (Franzosi, 2009). Apart from shallow
semantics, the lexical and compositional semantic properties of concepts and actions are
also modeled, all of which can have modifiers describing properties. With the inclusion of
extratextual information and the coding of epistemic levels and modality in the document-
oriented database, a knowledge graph is also produced that is useful for contextualization and
deeper understanding. Linked to the corpus, this allows us to incorporate textual context,
as well as the output of various natural language processing tools, further enriching and
complementing the annotation layer.

A fortunate side effect of this approach is the analysis of language itself, which creates
a linguistic resource that can be useful for corpus linguistics and lexicography. Since natural
language sentences are annotated with a meaning representation, the resource can, on one
level, also be presented as a type of semantic treebank.

To illustrate the utility for corpus linguistics and lexicography, consider the Latin verb,
”facere” (”to make, do, or accomplish; become [passive]”), which has a multitude of senses
in different contexts. A part-of-speech tagger can be used to exclude non-verbal homonyms.
We can lemmatize verbs in order to group all the different forms together in a single query.
We can now filter occurrences of the verb based on the semantic profiles in which they occur,
by considering valency information, text labels, or specific combinations of entities, actions
and properties. For example, we may be interested in cases where the second actant may
also involve groups or locations, or where the first actant is typically introduced by ”cum”
and involves persons or groups. This would be achieved by querying the statement entry,
extracting the IDs related to actants, and querying the entries for the actants with those IDs.

Through the aforementioned as well as quantitative analyses methods, we show how this
modeling approach can assist the lexicographer in building suitable meaning representations,
while comparing it with current standards of lexicographic solutions.
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For decades, language corpora have served as source data for building dictionaries. In
the last decade, corpora were also used for automatic generation of various dictionary parts:
headword lists, examples, collocations. These automatic outputs were then post-edited by
professional lexicographers to ensure the data quality in the resulting dictionary. With the
advancement of technology, it is now possible to create whole dictionaries using this scenario
of automatic generation and postediting by native speakers (not necessarily professional lex-
icographers). The methodology was used before (Baisa et al., 2019); we have improved
the process and used it in a new project aimed at creating a Ukrainian-English dictionary
using a 3-billion-word Ukrainian corpus. The corpus was built from the web, cleaned, de-
duplicated and annotated automatically for part-of-speech and lemmas. In the next phases,
we generated parts of the dictionary data from the corpus and arranged their post-editing
by native speakers in a specialized web interface. The particular parts of the process corre-
sponded to the entry structure in the resulting dictionary and included the following steps:

• Headword selection. The dictionary headwords were automatically extracted from
the corpus using document frequency and manually classified into correct headwords,
tagging/lemmatization errors, non-standard forms, foreign words and proper names.
From the original 100,000 corpus words, we gained over 50,000 headwords suitable
for the dictionary.

• Revision of incorrect headwords. The words marked as errors in tagging or lemmati-
zation were manually corrected, not to miss any frequent word due to an error in the
automatic tools.

• Word form selection. We have automatically extracted word forms for each headword
from the corpus, and manually removed the incorrect ones.

• Audio recording. One of our native speakers recorded the pronunciation of all the
correct headwords.

• Sense annotation. The native speakers were given list of frequent collocations for
each headword, and were asked to classify the collocations into senses. We then used
the collocations to mark theparticular senses in the corpus automatically. Later, each
sense was manually given a short description (disambiguator) and one or more English
translations, pre-generated automatically from 3 different translation APIs.

• Thesaurus selection. For each headword, we generated a distributional thesaurus from
the corpus and our native speakers classified the items as synonyms, antonyms, similar
words and the rest.
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• Examples selection and translation. Candidate example sentences for each head-
word were generated from the corpus and automatically translated using the DeepL
API. Then both the Ukrainian sentences and the English translations were post-edited
by our native speakers.

In the full paper we will report on particular tools and techniques used for the automatic
drafting as well as on lessons learnt during the post-editing process that are generally appli-
cable in the context of rapid dictionary development.
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We describe an approach aiming at enriching Englishmultiword terms (MWTs) included
in Wiktionary by generating lexical information gained by using, filtering and combining
available lexical descriptions of their lexical components.

We started our work with the generation of pronunciation information, as we noticed
that a vast majority of English MWTs in Wiktionary are lacking this type of information.
While designing a potential evaluation dataset for the pronunciations generated by our ap-
proach, we noticed that only around 3% of MWTs are carrying pronunciation information.
We also discovered that other complex lexical constructions (affix + word, or word + affix)
are often lacking pronunciation information. We collected for the evaluation dataset 6,768
MWT entries with pronunciation (compared with 252,082 MWT entries that are lacking
such information). Our approach for generating pronunciation information for MWTs con-
sisted in combining the pronunciation information included in the lexical description of their
components. Results of this work can be integrated in other lexical resources, like the Open
English WordNet (McCrae et al., 2020), where pronunciation information has been added
for now only for single word entries, as described in (Declerck et al., 2020a).

A specific issue emerged for the generation of pronunciation information for MWTs that
contain (at least) one heteronym. For this type of lexical entry a specific processing is needed,
disambiguating between the different senses of the heteronym for extracting the appropriate
pronunciation of this one lexical component to be selected to form the overall pronunciation
of the MWT. An example of such a case is given by the Wiktionary entry “acoustic bass”,
for which our algorithm has to specify that the pronunciation /beIs/ (and not /bæs/) has to
be selected and combined with /@”ku:.stIk/. It is important to mention that Wiktionary
often lists several pronunciations for various variants of English. In this work we focus on
the standard, received pronunciation for English, as encoded by the International Phonetic
Alphabet (IPA).

Since there are cases for which we need to semantically disambiguate one or more lex-
ical components of a MWT for generating its pronunciation, our work can also lead to the
addition of disambiguated morphosyntactic and semantic information of those components
to the lexical description of MWTs, and thus enrich the overall representation of the MWTs
entries beyond the generation of pronunciation information. This is a task we have started
to work on.

In this paper, we describe first briefly the way multiword terms (MWTs) are introduced
in Wiktionary. We summarize then the various approaches we followed for both designing
an evaluation dataset and generating pronunciation information, dealing for now with the
English edition of Wiktionary. We discuss issues we encountered, and which lead to the
consultation of related resources, like DBnary (Sérasset & Tchechmedjiev, 2014; Sérasset,
2015) andWikiPron (Lee et al., 2020). While the cooperation with DBnary has been already
established and resulted in improvements of our approach and an adaptation of DBnary
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itself, which we describe in some details, we are starting with the formulation of suggestions
for adaptation for WikiPron.
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This paper presents the performance and underlying principles of a new generation of
terminology extraction grammars for the OneClick Terms system, which use rules inspired
by patterns observed in existing terminology databases in order to improve the coverage of
discovered term candidates.

The OneClick Terms system automatically extracts terminology from text using corpus-
based contrastive technology in the Sketch Engine corpus management system. In order
to generate term candidates, the software must be provided with a language-specific term
grammar.

The term grammar contains a carefully crafted set of rules (expressed in CQL, the Cor-
pus Query Language (Evert, 2005; Sketch Engine) describing noun phrases manifested by
the presence of a head noun, but with a variable internal morphosyntactic structure.

The discovered term candidates are scored by comparing the normalized frequencies
with a large reference corpus (Jakubíček et al., 2014). A recent extension to the system
allows for bilingual terminology extraction from aligned documents (Kovař et al., 2016)
based on co-occurrences in aligned segments being ranked using the logDice association
score (Rychlý, 2008). Currently, 26 languages are supported.

Most pre-existing term grammars were prepared using a linguistic judgement and could
only match term candidates of a limited variety and length. Within the present work, we
adopted a strictly empirical approach to study an existing manually curated terms base, the
IATE, developed by the Translation Centre for the Bodies of the European Union with terms
in 24 languages (Zorrilla-Agut et al., 2019).

We used Sketch Engine to build a special ”term corpus” with terms in IATE and to tag
it for parts of speech and morphology. A report detailing the frequency distribution of POS
tags and their combinations in the term corpus was generated and served as the foundation for
a collaborative effort of a corpus linguist and a speaker of the language, aimed at generalizing
the observed patterns and turning them into matching rules expressed in CQL. The resulting
term grammar is said to be ”evidence-based” due to the fact that it was created with the
purpose of maximizing the recall of the terms found in an existing terminology database.

Although subject to certain limitations (such as ambiguous tagging, compromises for
precision, reasonable limit for the number of rules), grammars devised in this way are ca-
pable of covering significant portions of IATE terms (e.g. 74% for English). By the time
of submitting this abstract, we had generated evinced-based term grammars for 6 languages
(English, Estonian, French, German, Italian and Spanish). By comparison and opinions of
OneClick Terms users, the quality of term candidates has arguably improved for all of them.
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Slang is often mentioned in the CEFR (Council of Europe, 2020) at C1 level and above
(B2 for the most common slang words) but students at B1/B2 level find it very useful in
practice. However, despite the use of pedagogical tools in linguistics or literature as they
are offered in universities in the Czech Republic, students are unable to find the opportu-
nities to learn present-day French and the various forms it can take. The RapCor corpus
(Podhorná-Polická, 2020) would allow them to discover the lexicographical resources of
slang words in order to understand, mainly orally, what their classmates are saying, for ex-
ample, or their favorite rap songs. It would deepen the students’ knowledge and in return, the
students could broaden the corpus by adding new annotations. When integrating the text on
account of these annotations and pre-processing of the software, we can offer suggestions to
clarify polysemies, competing graphic forms to unify under a single lemma, etc., that would
strengthen their knowledge in contextual comprehension and reinforce their sociopragmatic
skills (Beeching & Woodfield, 2015).

Rap song lyrics represent a valuable source for attesting to the lexical innovations that
are being spread amongst the younger generation (as exemplified in various dictionaries of
contemporary slang, cf. Tengour 2013, Goudaillier 2019). Since 2006, rap song texts have
been used in sociolexicology and translation seminars at the Institute of Romance Languages
and Literatures at Masaryk University, in order to teach dia-variation in authentic, current
and student-appealing contexts. In addition to these annual seminars taking on a qualitative
approach, a linguistic corpus was put in place in 2009 from the available texts in booklets
of French-language rap albums, adopting a more quantitative approach. First, the process
of scanning the lyrics, from cutting up the text through the optical character recognition
(OCR) and tagging of individual parts of the song, metadata on the performers, to comparing
the differences between what is written and what is sung, was offered as an extracurricular
activity to the students.

Next, students had to use the TreeTagger (TT) software to see segments of the song
text, annotated and lemmatised with the different parts of speech using a built-in dictionary.
Then, the results had to be cleaned and developed relative to an internal set of labels. The
task of adding unknown lemmas to the TT or identifying substandard meanings in locutions
with standard isolated elements became very difficult for students who could not discern
certain subtleties, as observed in the online version of RapCor published on SketchEngine,
the RapCor1288 (containing 1288 songs).

For this workshop on invisible lexicography, we aim to show the different stages of ’back
and forth’ between professors and students of our new course that are in line with the two
approaches previously explained (quantitative and qualitative) and a concrete practical result
(a new dictionary, based on the TT dictionary but prepared using our data, the FrenchTagger,
which was developed by our colleagues at the Faculty of Computer Science). We will also
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establish a typology of didactic approaches relating to the issues in students’ lexicographic
work.
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